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Algebraization of Frobenius splitting
via quantum groups

By Shrawan Kumar and Peter Littelmann*

Abstract

An important breakthrough in understanding the geometry of Schubert
varieties was the introduction of the notion of Frobenius split varieties and the
result that the flag varieties G/P are Frobenius split. The aim of this article
is to give in this case a complete and self contained representation theoretic
approach to this method. The geometric Frobenius method (in char k = p > 0)
will here be replaced by Lusztig’s Frobenius maps for quantum groups at roots
of unity (which exist not only for primes but any odd integer � > 1).
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0. Introduction

The passage from representations of quantum groups at roots of unity in
characteristic zero to representations of algebraic groups in characteristic p is
extremely important in view of Lusztig’s conjectures. (Recall that Andersen-
Jantzen-Soergel confirmed the conjectured link in Lusztig’s program but only
asymptotically.) The aim of the present article is to establish that Lusztig’s
two Frobenius maps in characteristic zero lead naturally to two familiar objects
in characteristic p. One Frobenius map leads simply to the Frobenius map in
characteristic p, while the other leads to the so-called canonical Frobenius
splitting on G/B and related varieties.

Let k be an algebraically closed field of arbitrary characteristic and let G

be a semisimple simply-connected algebraic group over k with a fixed Borel
subgroup B and the associated Weyl group W . Let X = G/B be the flag
variety and let (for any w ∈ W ) X(w) ⊂ X be the Schubert subvariety, which
is the closure of the B-orbit BwB in G/B. For a homogeneous line bundle L
on X, the cohomology groups H i(X,L) are G-modules and the corresponding
groups H i(X(w),L|X(w)) inherit naturally the structure of B-modules. These
modules have been extensively studied from algebro-geometric as well as rep-
resentation theoretic points of view.

An important breakthrough in understanding the geometry of
Schubert varieties was the introduction, by Mehta-Ramanathan and Ramanan-
Ramanathan, of the notion of a Frobenius D–split variety X (defined over k

of char p > 0) and compatibly split subvarieties, where D is a line bundle
together with a nonzero section (cf. Definition 6.1). ‘Very few’ projective vari-
eties turn out to be split but those which do have rather remarkable geometric
and cohomological properties. The most important class of examples of vari-
eties which are Frobenius split arise in group theory. In particular, the flag
varieties X = G/B are Frobenius split (in fact are D-split for the homoge-
neous line bundle D corresponding to the character −2(p−1)ρ, where ρ is half
the sum of positive roots) compatibly splitting all the Schubert subvarieties
and so are the product varieties X × X compatibly splitting all the G-Schu-
bert subvarieties. This leads to various important geometric facts about them
(normality, projective normality, Cohen-Macaulay, projective Cohen-Macaulay,
rational singularity etc.) and various representation theoretic results (vanish-
ing theorems, Demazure character formula, good filtrations, etc.) (see the
papers [MR1], [RR], [R1], [R2], [MR2], [M] etc.). However, this geometric
method does not provide explicit representation theoretic information directly.

The aim of this article is to give a complete and self contained representa-
tion theoretic approach to these methods. The algebro–geometric “Frobenius
methods” will here be replaced by Lusztig’s two Frobenius maps for quantized
enveloping algebras at roots of unity.
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Let g be a complex semisimple Lie algebra with triangular decomposition
g = n ⊕ h ⊕ n− and denote by b = h ⊕ n the corresponding Borel subalgebra.
Assume that (g, b) corresponds to the pair (G, B). Fix an odd integer � >

1 which is assumed to be coprime to 3 if g has a component of type G2.
Choose a primitive �th root of unity ξ and let Zξ be the corresponding ring of
cyclotomic integers. Let UZξ

(g) denote the corresponding quantized enveloping
algebra over Zξ obtained by the base change Z[v, v−1] → Zξ, v �→ ξ, from
Lusztig’s Z[v, v−1]-form of the quantized enveloping algebra UQ(v)(g) (divided
by the ideal generated by the central elements K�

i − 1) and let ŪZξ
(g) be

the corresponding classical enveloping algebra over Zξ (obtained via the base
change Z ↪→ Zξ from Kostant’s Z-form of the classical enveloping algebra Ū(g)
over C). The subalgebras UZξ

(b),UZξ
(n),UZξ

(n−) (resp. ŪZξ
(b), ŪZξ

(n), ŪZξ
(n−))

are defined similarly.
Lusztig [Lu2] has defined Frobenius homomorphisms Fr : UZξ

(g) → ŪZξ
(g)

which maps the generators by dividing the exponents by � when possible (cf.
Theorem 1.1), and Fr′ : ŪZξ

(n) → UZξ
(n) which maps the generators by mul-

tiplying the exponents by �. In fact, Fr′ extends to a homomorphism (still
denoted by) Fr′ : ŪZξ

(b) → UZξ
(b) (cf. Theorem 1.2). We make crucial use of

these maps Fr and Fr′ together with the homological machinery developed by
Andersen-Polo-Wen [APW] to define natural functors (for any ŪZξ

(b)-module
M̄):

Fr∗ : H i
(
Ū(g)/Ū(b), M̄

)Fr
−→ H i

(
U(g)/U(b), M̄Fr

)
of U(g)-modules (cf. Theorem 2.3), and (for any U(b)-module M),

Fr′∗ : H i
(
U(g)/U(b), M

)Fr′

→ H i
(
Ū(g)/Ū(b), MFr′

)
of ŪZξ

(b)-modules (cf. Theorem 3.8), where we have abbreviated UZξ
(g) by

U(g) etc. and M̄Fr is a U(b)-module under Fr and the superscript Fr′ has a
similar meaning. Moreover, the composition of these two maps Fr′∗ ◦Fr∗ is the
identity map (cf. Corollary 3.9). The first map is our representation theoretic
replacement of the Frobenius morphism F (which corresponds to the pth power
map on functions) and the second corresponds to a splitting map. (For one
dimensional representations, these maps are given more explicitly in [KL] for
i = 0.)

To define a representation theoretic analogue of the D-splitting in our
setting, consider the element Fo ∈ U(n−) defined as the product of all divided
(� − 1)-powers F

(�−1)
β of Lusztig’s root vectors, where the ordering has been

chosen relative to a reduced decomposition of the longest element in the Weyl
group. The idea is then to “twist” the splitting Fr′∗ by Fo to get, for any
Ū(b)-module M̄ , a functorial Ū(b)-module map

Fr′∗γ : H i
(
U(g)/U(b), χξ

γ ⊗ M̄Fr
)Fr′

→ H i(Ū(g)/Ū(b), M̄),



494 SHRAWAN KUMAR AND PETER LITTELMANN

where χξ
γ stands for the one-dimensional U(b)-representation of weight γ =

−2(� − 1)ρ (cf. Theorem 4.7). Moreover, both the maps Fr′∗ and Fr′∗γ also
commute with the action (induced by Fr′) of Ū(n−). Further, all the above
three maps are compatible with any base change. (Note that though Ū(b)
and Ū(n−) both act on H i

(
U(g)/U(b), M

)
and similarly on H i

(
U(g)/U(b),

χξ
γ ⊗ M̄Fr

)
via Fr′, these actions do not in general glue together to provide

a Ū(g)-action.)
Now assume that � = p is a prime and k is an algebraically closed field

of characteristic p. Since the constructions of Fr∗,Fr′∗ and Fr′∗γ are compatible
with any base change, we consider them under the base change Zξ → k taking
ξ �→ 1. Recall that, for any U(b)-module M , there is a canonical isomorphism
(cf. Proposition 5.1),

H i(Uk(g)/Uk(b), Mk) � H i(G/B,L(M)),

and similarly, for a Ū(b)-module M̄ , there is a canonical isomorphism

H i(Ūk(g)/Ūk(b), M̄k) � H i(G/B,L(M̄)),

where Mk := M ⊗Zξ
k etc. and L(M) denotes the homogeneous vector bun-

dle on the flag variety G/B associated to the Uk(b) (and hence B) module
Mk. Using these identifications and the usual Serre vanishing theorem, one
readily deduces from the above functors Fr∗ and Fr′∗γ the standard Kempf van-
ishing theorem asserting that for any weight λ such that λ + ρ is dominant,
H i(G/B,L(−λ)) = 0 for all i > 0 (cf. Theorem 5.2).

In Section 6 we establish a precise connection between our representation
theoretic approach with the algebro-geometric Frobenius splitting mentioned
earlier. Actually, by an appropriate ‘sheafification’ we obtain from the functors
Fr′∗ and Fr′∗γ an entirely new proof (purely from the representation theory of
quantum groups) of the Frobenius splitting and the stronger Frobenius D =
L(γ)-splitting respectively of the flag variety G/B, and these compatibly split
all the Schubert subvarieties Xw (cf. Theorems 6.4, 6.5 and 6.7). In fact, from
our constructions, it is immediately clear that the splitting thus obtained is
canonical (in the sense of Mathieu), a property which is not so transparent
(though true) from the original (geometric) proof of the splitting of G/B given
by Mehta-Ramanathan. In particular, from the uniqueness (noted by Mathieu)
of the canonical splitting on G/B, we deduce that our splitting coincides with
the original splitting given in [MR1].

Since our constructions live at the level of algebras over Zξ, we can view
them as ‘characteristic zero lift’ of the (characteristic p) Frobenius splitting
and Frobenius D-splitting of G/B. Also, they are defined for any odd integer
� > 1 which is coprime to 3 if g has a component of type G2 (not only for
primes). It is possible that the above restriction on � can be removed by using
certain results of Kaneda and Andersen-Paradowski (cf. Remark A.8).
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We extend the above constructions and results to cover the case of the
product flag variety G/B × G/B and deduce, by methods as above, that
G/B × G/B is Frobenius split such that all the G-Schubert subvarieties (in
particular the diagonal) are compatibly split (cf. Theorem 7.5).

We also deduce the splitting of the Bott-Samelson desingularization from
an analogous quantum setup (cf. Section 8).

Even though in a large part of the paper, for notational convenience, we
considered the case of the (full) flag variety G/B, most of the results can
easily be generalised to cover the case of G/P for any parabolic subgroup P .
We formulate the extensions in Section 9 but omit the proofs as they are similar
to that of G/B.

For completeness and convenience of the reader, we collect various im-
portant (and by now standard) consequences of the above Frobenius splitting
results in the appendix. This includes normality, the Demazure character for-
mula, projective normality, Cohen-Macaulay, projective Cohen-Macaulay, and
rational singularity of Schubert varieties in G/P . In particular, with our setup,
these results follow from the representation theory of quantum groups and the
Serre vanishing theorem. There are other algebraic proofs of the Demazure
character formula using quantum groups: by Kashiwara using his crystal base
[Kas] and by Littelmann using his LS path model [Li].

We believe that many other results (concerning the Frobenius splitting
property of varieties arising in group theory) are amenable to the methods of
this paper: e.g., we believe that one can deduce the ‘good filtration property’
originally due to Donkin in most cases (and proved by Mathieu in general).

This paper is a sequel to our paper [KL], where a weaker form of some
of the results of this paper are proved. However, we have kept the exposition
of this paper almost self-contained (with the exception of [KL, Lemma 3 and
Th. 1], which we use here without including a proof).

We thank H. H. Andersen for some helpful correspondences, and D. Prasad
and P. Polo for a helpful conversation. We are grateful to the referee for the
comments, in particular, for pointing out an inaccuracy.

1. Notation, preliminaries and review of certain results
of Lusztig and Andersen-Polo-Wen

Let us fix a Cartan matrix of finite type A = (ai,j)1≤i,j≤n. Then there is
a diagonal matrix D with positive integral diagonal entries (d1, · · · , dn) with
di ∈ {1, 2, 3} such that g.c.d. (d1, · · · , dn) = 1 and DA is symmetric and
positive definite.

Let g = g(A) be the semisimple Lie algebra over C associated to the
Cartan matrix A. Recall that g is generated by its Cartan subalgebra h and
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positive root vectors {Ē1, · · · , Ēn} and negative root vectors {F̄1, · · · , F̄n} sub-
ject to certain relations. Let b; n; b−; n− be the Lie subalgebras of g generated
respectively by {h, Ē1, · · · , Ēn}; {Ē1, · · · , Ēn}; {h, F̄1, · · · , F̄n}; {F̄1, · · · , F̄n}.
Let ŪZ(g) be the Kostant Z-form of the enveloping algebra Ū(g), i.e., the
Z-subalgebra of Ū(g) generated by {Ē(m)

i , F̄
(m)
i ,

(hi
m

)
; 1 ≤ i ≤ n, m ∈ Z+},

where Ē
(m)
i := Ēm

i
m! , hi := [Ēi, F̄i] and

(hi
m

)
:= hi(hi−1)···(hi−m+1)

m! . Let ŪZ(b),

ŪZ(n) be the subalgebras of ŪZ(g) generated by
{
Ē

(m)
i ,

(hi
m

)
; 1 ≤ i ≤ n, m ∈ Z+

}
and

{
Ē

(m)
i ; 1 ≤ i ≤ n, m ∈ Z+

}
respectively. Similarly, let Ū0

Z be the subalge-

bra of ŪZ(g) generated by
{(hi

m

)
; 1 ≤ i ≤ n, m ∈ Z+

}
. For any Z-algebra B, by

ŪB(g) we mean
ŪB(g) = ŪZ(g) ⊗Z B,

with a similar meaning for ŪB(b) etc.
Now we come to the corresponding quantized algebras. Let A := Z[v, v−1],

where v is an indeterminate and let Q(v) be the quotient field of A. Let
UQ(v)(g) be the quantized enveloping algebra over the field Q(v) generated by{
Ei, Fi, K

±1
i ; 1 ≤ i ≤ n

}
and subject to certain relations (cf. [Lu2, §1.1]).

Let UA(g) be the A-form of UQ(v)(g) defined by Lusztig, i.e., UA(g) is the A-

subalgebra of UQ(v)(g) generated by
{
E

(m)
i , F

(m)
i , K±1

i ; 1 ≤ i ≤ n, m ∈ Z+

}
,

where

E
(m)
i :=

Em
i

[m]!di

, [m]!di
:=

m∏
h=1

vdih − v−dih

vdi − v−di
∈ A.

Let UA(n), U0
A be the A-subalgebras of UA(g) generated by

{
E

(m)
i ; 1 ≤ i ≤ n,

m ∈ Z+

}
and

{
K±1

i ,

[
Ki; c
m

]
; 1 ≤ i ≤ n, m ∈ Z+, c ∈ Z

}
respectively, where

[
Ki; c
m

]
:=

m∏
h=1

Kiv
di(c−h+1) − K−1

i v−di(c−h+1)

vdih − v−dih
.

Also let UA(b) be the subalgebra of UA(g) generated by U0
A and UA(n). We

similarly define UA(n−) and UA(b−). Then UQ(v)(g) is a Hopf algebra with
comultiplication ∆, antipode (an anti-automorphism) S and co-unit ε given
by:

∆Ei = Ei ⊗ 1 + Ki ⊗ Ei, ∆Fi = Fi ⊗ K−1
i + 1 ⊗ Fi, ∆Ki = Ki ⊗ Ki ,

SEi = −K−1
i Ei, SFi = −FiKi, SKi = K−1

i ,

εEi = εFi = 0, εKi = 1 .

Then ∆ and S keep UA(g), UA(b), UA(b−) and U0
A stable.
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We now fix an odd integer � > 1 which is, in addition, assumed to be
coprime to 3 if G2 is a component of g = g(A). This will be our tacit restriction
on �. Now choose a primitive �th root of unity ξ and let Zξ be the corresponding
ring of cyclotomic integers with quotient field Qξ; i.e., Qξ (resp. Zξ) is obtained
from Q (resp. Z) by attaching ξ.

For any A-algebra B, by UB(g) we mean

UB(g) = UA(g) ⊗A B,

and a similar meaning for UB(b) etc. In particular, taking B = Zξ with the
homomorphism A → B, v �→ ξ, we get UZξ

(g) etc.
We recall the following result due to Lusztig [Lu2, Cor. 8.14].

Theorem 1.1. There is a unique Zξ-algebra homomorphism

Fr : UZξ
(g) → ŪZξ

(g),

taking E
(m)
i �→ Ē

(m/�)
i , F

(m)
i �→ F̄

(m/�)
i , K±1

i �→ 1; where Ē
(h)
i and F̄

(h)
i mean

0 if h /∈ Z+ and, moreover, Z ↪→ Zξ is the canonical inclusion.
Then Fr takes

(Ki;0
m

)
�→

( hi
m/�

)
if � divides m, and 0 otherwise.

We also have the following theorem [KL, Lemma 3]. The corresponding
result with b replaced by n was proved by Lusztig [Lu2, Lemma 8.6].

Theorem 1.2. There is a unique Zξ-algebra homomorphism

Fr′ = Fr′b : ŪZξ
(b) → UZξ

(b)/〈K�
i − 1; 1 ≤ i ≤ n〉 ,

taking Ē
(m)
i �→ E

(m�)
i ,

(hi
m

)
�→

(Ki;0
�m

)
; where 〈 〉 denotes the (two sided) ideal of

UZξ
(b) generated by the central elements {K�

i − 1}.
Similarly, we have the Zξ-algebra homomorphism

Fr′
b− : ŪZξ

(b−) → UZξ
(b−)/〈K�

i − 1; 1 ≤ i ≤ n〉 .

Let X := {λ ∈ h∗ : λ(hi) ∈ Z for all 1 ≤ i ≤ n} be the set of weights and
X+ := {λ ∈ h∗ : λ(hi) ∈ Z+ for all 1 ≤ i ≤ n} be the set of dominant weights.
For any λ ∈ X, define the character χλ : U0

A → A by

χλ

(
K±1

i

)
= v±diλ(hi), and

χλ

[
Ki; c
m

]
=

[
λ(hi) + c

m

]
di

,

where, for m ∈ Z+ and c ∈ Z ,[
c

m

]
di

:=
m∏

h=1

vdi(c−h+1) − v−di(c−h+1)

vdih − v−dih
∈ A.



498 SHRAWAN KUMAR AND PETER LITTELMANN

In particular, χλ gives rise to a homomorphism by extending the scalars
(denoted by)

χξ
λ : U0

Zξ
→ Zξ.

Moreover, χξ
λ descends to give a homomorphism (again denoted by)

χξ
λ : U0

Zξ
/〈K�

i − 1; 1 ≤ i ≤ n〉 → Zξ.

Similarly, there is a homomorphism

χ̄λ : Ū0
Z → Z, taking(

hi

m

)
�→

(
λ(hi)

m

)
,

where for h ∈ Z, m ∈ Z+,
(h
m

)
is the ordinary binomial coefficient(

h

m

)
:=

h(h − 1) · · · (h − m + 1)
m!

.

By extending the scalars Z ↪→ Zξ, we get a Zξ-algebra homomorphism (still
denoted by)

χ̄λ : Ū0
Zξ

→ Zξ.

Let us denote, by the corresponding Gothic letter,

UZξ
(g) := UZξ

(g)/〈K�
i − 1; 1 ≤ i ≤ n〉

with a similar meaning for UZξ
(b) and U0

Zξ
. By its definition, Fr descends to a

homomorphism (again denoted by)

Fr : UZξ
(g) → ŪZξ

(g).

Definition 1.3. A U0
Zξ

-module M is called a weight module if

M = ⊕λ∈X Mλ , where

Mλ := {v ∈ M : av = χξ
λ(a)v, for all a ∈ U0

Zξ
}.

Let CZξ
(b) (resp. CZξ

(g)) be the category of those UZξ
(b) (resp. UZξ

(g))
-modules M such that M = Fb(M) (resp. M = Fg(M)), where

Fb(M) :=
{

v ∈ ⊕λ∈X Mλ : E
(m)
i v = 0, form ≥ m(v), for some m(v) ∈ Z+

}
,

Fg(M) :=
{

v ∈ ⊕λ∈X Mλ : E
(m)
i v = F

(m)
i v = 0, form ≥ m(v)

}
.

In particular, any M ∈ CZξ
(b) is a weight module under U0

Zξ
.

We similarly define the notion of weight modules for Ū0
Z (resp. Ū0

Zξ
) and

define the categories C̄Z(b) and C̄Z(g) (resp. C̄Zξ
(b) and C̄Zξ

(g)). Then these are
abelian categories (see [APW, §2.2]).
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(1.4) The induction functor. Following [APW, §2], define the induction
functor H0

(
UZξ

(g)/UZξ
(b),−

)
: CZξ

(b) → CZξ
(g) as follows:

Take M ∈ CZξ
(b). Consider the space M̃ := HomUZξ

(b)

(
UZξ

(g), M
)

of
UZξ

(b)-module maps from UZξ
(g) to M , where UZξ

(b) acts on UZξ
(g) via left

multiplication. Then M̃ is a UZξ
(g)-module under (a · f)(b) = f(ba), for a, b ∈

UZξ
(g). Now set

H0
(
UZξ

(g)/UZξ
(b), M

)
:= Fg(M̃).

Then this is a left exact covariant functor.

There is a natural UZξ
(b)-module homomorphism

ev : H0
(
UZξ

(g)/UZξ
(b), M

)
→ M,

defined by
ev(f) = f(1).

For M ∈ CZξ
(g) we have a UZξ

(g)-module isomorphism:

θ : M → H0
(
UZξ

(g)/UZξ
(b), M

)
given by θ(m)a = a.m, for m ∈ M and a ∈ UZξ

(g).
For a UZξ

(g)-module M , the dual space M∗ := Hom Zξ
(M,Zξ) is a

UZξ
(g)-module under

(af)m = f(S(a)m) , for a ∈ UZξ
(g) , f ∈ M∗ andm ∈ M .

For λ ∈ X+, there is a UZξ
(g)-module isomorphism

(1) β : Vξ(λ)∗ → H0
(
UZξ

(g)/UZξ
(b), χξ

−λ

)
given by β(f)(a) = f(S(a)vλ) v∗λ, for f ∈ Vξ(λ)∗ and a ∈ UZξ

(g), where Vξ(λ)
is the Weyl module over Zξ with highest weight λ (cf. [APW, Prop. 1.20 (ii)] or
[KL, §1]), vλ is a highest weight primitive vector of Vξ(λ) and v∗λ ∈ Hom(Vξ(λ)λ,Zξ)
is given by v∗λ(vλ) = 1. (Observe that β does not depend upon the choice of
vλ.)

Exactly the same way we define the functor

H0
(
ŪZ(g)/ŪZ(b),−

)
: C̄Z(b) → C̄Z(g).

We also need to consider the induction functor

H0
(
UZξ

(b)/U0
Zξ

,−
)

: C0
Zξ

→ CZξ
(b)

defined by

H0
(
UZξ

(b)/U0
Zξ

, M
)

= Fb

(
HomU0

Zξ

(
UZξ

(b), M
))

,

where C0
Zξ

is the category of weight modules of U0
Zξ

.
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Similarly, one defines the functor

H0
(
ŪZ(b)/Ū0

Z ,−
)

: C̄0
Z → C̄Z(b).

Proposition 1.5 ([APW, Prop. 2.11 and Cor. 2.13]).

a) All the abelian categories C0
Zξ

, CZξ
(b), CZξ

(g) have enough injective objects.

b) The induction functors H0
(
UZξ

(b)/U0
Zξ

,−
)

and H0
(
UZξ

(g)/UZξ
(b),−

)
take

injective objects to injective objects.

c) The induction functor H0
(
UZξ

(b)/U0
Zξ

,−
)

is an exact functor, which
takes Zξ-free modules to Zξ-free modules.

An analogous result is true for the categories C̄0
Zξ

, C̄Zξ
(b), C̄Zξ

(g) (and C̄0
Z,

C̄Z(b), C̄Z(g)) as well.

(Actually the setting of the above proposition in [APW] is slightly differ-
ent, but the same proof works.)

Fix M ∈ CZξ
(b). We need a certain specific resolution of M in the cate-

gory CZξ
(b). By the Frobenius reciprocity [APW, Prop. 2.12], M is a UZξ

(b)-

submodule of Q0 := H0
(
UZξ

(b)/U0
Zξ

, M
)

under m �→ im (where im(X) = X.m)
and, moreover, M is a U0

Zξ
direct summand of Q0. Apply the same to Q0/M

and set Q1 := H0
(
UZξ

(b)/U0
Zξ

, Q0/M
)
, etc. This gives a resolution of M in

CZξ
(b):

(∗) 0 → M → Q0 → Q1 → · · · .

If M is Zξ-free then so are each of the Qi. We refer to (∗) as the standard
resolution of M in the category CZξ

(b).

Definition 1.6. Since the category CZξ
(b) has enough injectives (by Propo-

sition 1.5), the right derived functors of H0
(
UZξ

(g)/UZξ
(b),−

)
are defined.

Denote them by H i
(
UZξ

(g)/UZξ
(b),−

)
.

Similarly the H i
(
ŪZ(g)/ŪZ(b),−

)
are defined.

We will abbreviate H i
(
UZξ

(g)/UZξ
(b),−

)
(resp. H i

(
ŪZξ

(g)/ŪZξ
(b),−

)
) by

H i
(
X,−

)
(resp. H i

(
X̄,−

)
).

Proposition 1.7 ([APW, Prop. 2.19]). For any M ∈ CZξ
(b), the modules

Qj in the standard resolution (∗) of M have

H i
(
X, Qj

)
= 0 for all i > 0, j ≥ 0.

A similar result is true for H i
(
X̄, Q̄j

)
.
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2. Definition of quantized Frobenius homomorphism

From now on we drop the subscript Zξ from U0
Zξ

, UZξ
(b) etc.; i.e., U0 means

U0
Zξ

etc. Similarly, the category C̄Zξ
(b) is abbreviated as C̄(b) etc.

Definition 2.1. For any M̄ ∈ C̄(b), let M̄Fr ∈ C(b) be defined by taking
M̄Fr = M̄ as a Zξ-module and the action of a ∈ U(b) on M̄Fr is defined as

(1) a � m = Fr(a) · m.

Observe that, for λ ∈ X,

(2) χ̄λ ◦ Fr|U0 = χξ
�λ.

To prove (2), use [Lu3, Lemma 34.1.2(c)].

From (2) it is easy to see that M̄Fr is a weight module and hence
M̄Fr ∈ C(b).

Clearly, for any Ū(b)-module morphism f : M̄ → N̄ (M̄, N̄ ∈ C̄(b)), the
same map f : M̄Fr → N̄Fr is a U(b)-module morphism.

Exactly the same way we can define M̄Fr ∈ C(g) (resp. ∈ C0) for M̄ ∈ C̄(g)
(resp. ∈ C̄0).

Lemma 2.2. a) For any M̄ ∈ C̄0, there is a functorial U(b)-module map

Fr∗b :
(
H0(Ū(b)/Ū0, M̄)

)Fr
−→ H0

(
U(b)/U0, M̄Fr

)
,

defined by

(1) (Fr∗bf)(a) = f(Fr(a)),

for f ∈
(
H0(Ū(b)/Ū0, M̄)

)Fr
:=

(
Fb

(
HomŪ0(Ū(b), M̄)

))Fr
and a ∈ U(b).

Similarly,
b) For any M̄ ∈ C̄(b), there is a functorial U(g)-module map

Fr∗ : H0(X̄, M̄)Fr −→ H0
(
X, M̄Fr

)
,

defined by

(2) (Fr∗f)(a) = f(Fr(a)), for f ∈ H0(X̄, M̄)Fr and a ∈ U(g) .

Proof. We prove (a); the proof of (b) is identical.
Clearly, Fr∗bf is a U0-module map. Moreover, for a, b ∈ U(b),(

a · (Fr∗bf)
)

b = (Fr∗bf) (ba) = f (Fr b Fr a)

=
(
(Fr a) · f

)
(Fr b).
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This implies that

(3) a · (Fr∗bf) = Fr∗b
(
(Fr a) · f

)
.

By (3) it is easy to see that Fr∗bf ∈ H0
(
U(b)/U0, M̄Fr

)
and, moreover, Fr∗b

is a U(b)-module map.

Now we extend the above U(g)-module map Fr∗ to an arbitrary H i , still
keeping the same notation.

Theorem 2.3. For any M̄ ∈ C̄(b), there exists a functorial U(g)-module
map

(1) Fr∗ : H i(X̄, M̄)Fr −→ H i
(
X, M̄Fr

)
in the sense that for any Ū(b)-module morphism M̄ → N̄ (M̄, N̄ ∈ C̄(b)), the
following diagram is commutative

(D)

H i
(
X̄, M̄

)Fr Fr∗−−−→ H i
(
X, M̄Fr

)
� �

H i
(
X̄, N̄

)Fr Fr∗−−−→ H i
(
X, N̄Fr

)
,

where the vertical maps are induced maps in cohomology.

Proof. Let

0 −→ M̄ −→ Q̄0
ε̄0−→ Q̄1

ε̄1−→ · · · ,(2)

0 −→ M̄Fr −→ Q0
ε0−→ Q1

ε1−→ · · · ,(3)

be the standard resolutions in the categories C̄(b) and C(b) respectively (cf.
(∗) of §1.5). We construct by induction on i, using Lemma 2.2, a U(b)-module
morphism

θi : Q̄Fr
i → Qi for each i ≥ 0,

making the following squares commutative:

(D′)

M̄Fr −−−→ Q̄Fr
0 −−−→ Q̄Fr

1 −−−→ · · ·�I

�θ0

�θ1

M̄Fr −−−→ Q0 −−−→ Q1 −−−→ · · · .

We first take i = 0. Then, by definition,

Q̄0 = H0(Ū(b)/Ū0, M̄), and

Q0 = H0(U(b)/U0, M̄Fr).
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Then θ0 is the map Fr∗b of Lemma 2.2(a). Assume now that we have
constructed θj (j ≤ i) making all the squares in (D′) commutative up to θi.
Now we construct θi+1 as follows: By definition

Q̄i+1 = H0(Ū(b)/Ū0, Q̄i/Image ε̄i−1), and

Qi+1 = H0(U(b)/U0, Qi/Image εi−1).

By Lemma 2.2(a), we have the U(b)-module map

Fr∗b : (Q̄i+1)Fr −→ H0
(
U(b)/U0, (Q̄i/Image ε̄i−1)Fr

)
.

From the commutativity of (D′) for the square containing θi−1 and θi, we get
a U(b) (and hence U0)-module map θ̄i : (Q̄i/Image ε̄i−1)Fr → Qi/Image εi−1

induced by θi. Inducing the map θ̄i via the functor H0(U(b)/U0,−) and com-
posing this with Fr∗b we get the desired U(b)-module map θi+1. This completes
the induction.

The resolution (2) gives rise to a complex by taking H0(X̄,−)Fr:

(4) 0 → H0(X̄, Q̄0)Fr → H0(X̄, Q̄1)Fr → · · · .

Similarly, the resolution (3) gives rise to the complex:

(5) 0 → H0(X, Q0) → H0(X, Q1) → · · · .

Define the U(g)-module map (for any i ≥ 0)

βi : H0(X̄, Q̄i)Fr → H0
(
X, Qi

)
as the composite of Fr∗ : H0(X̄, Q̄i)Fr → H0

(
X, Q̄Fr

i

)
(guaranteed by Lemma

2.2(b)) and the map θ∗i : H0
(
X, Q̄Fr

i

)
→ H0

(
X, Qi

)
induced by the U(b)-module

map θi : Q̄Fr
i → Qi .

The U(g)-module maps βi give rise to a cochain map from the cochain com-
plex (4) to the cochain complex (5). Taking cohomology, we get the existence
of the map (1). (Observe that Fr∗ being an exact functor, the ith cohomology
of the complex (4) is the same as H i(X̄, M̄)Fr.) The functoriality of Fr∗ follows
from the functoriality of all the constructions involved.

Remark 2.4. (a) As we will see in a subsequent section, Fr∗ is a quanti-
zation of the map induced on the cohomology of homogeneous vector bundles
from the Frobenius morphism of the flag varieties G/B.

(b) As informed by H. H. Andersen, for an extension Zξ → k where k is a
field, Theorem 2.3 can also be deduced from [AW, Prop. 2.4].
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3. Definition of quantized Frobenius splitting

We continue to use the same abbreviation U0 for U0
Zξ

etc. as given in the
beginning of Section 2.

Recall the definition of the algebra homomorphism Fr′ from Theorem 1.2.
Analogous to the Definition 2.1, we make the following.

Definition 3.1. For any M ∈ C(b), let MFr′ ∈ C̄(b) be defined by taking
MFr′ = M as a Zξ-module and the action of a ∈ Ū(b) on MFr′ is defined by

(1) a � m = Fr′a · m.

Observe that for λ ∈ X, with λ = λ0 + �λ1, where 0 ≤ λ0(hi) ≤ � − 1 for
all 1 ≤ i ≤ n, and λ1 ∈ X,

(2) χξ
λ ◦ Fr′|Ū0 = χ̄λ1 .

To prove (2), again use [Lu3, Lemma 34.1.2(c)] or [KL, Lemma 3].
Similarly, for any M ∈ C0, we define MFr′ ∈ C̄0.
Clearly for any U(b)-module morphism f : M → N (M, N ∈ C(b)), the

same map f : MFr′ → NFr′ is a Ū(b)-module morphism.

Exactly by the same proof as that of Lemma 2.2(a), we get the following:

Lemma 3.2. For any M ∈ C0, there is a functorial Ū(b)-module map

Fr′∗b : H0(U(b)/U0, M)Fr′ → H0
(
Ū(b)/Ū0, MFr′

)
,

defined by

(1) (Fr′∗b f)(a) = f(Fr′(a)),

for f ∈ H0(U(b)/U0, M)Fr′ , and a ∈ Ū(b).

For a U0-module V , V
1
� denotes the sum of weight spaces corresponding

to the weights λ ∈ �X.

Proposition 3.3. For any M ∈ C(b), there is a functorial Ū(b−)-module
map

Fr′∗ :
(

H0
(
X, M

) 1
�

)Fr′
b− → H0

(
X̄, MFr′

)
,

defined by

(1) (Fr′∗f)(a) = f(Fr′(a)), for f ∈
(

H0
(
X, M

) 1
�

)Fr′
b−

and a ∈ Ū(b−).

Moreover, for any m ≥ 0 and f ∈ H0(X, M)
1
� ,

(2) Ē
(m)
i · (Fr′∗f) = Fr′∗(E(m�)

i · f).
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Consider the projection

π : H0(X, M) → H0(X, M)
1
�

obtained by decomposing

H0(X, M) = H0(X, M)
1
� ⊕

(
H0(X, M)

1
�

)⊥
,

where ⊥ is the sum of weight spaces corresponding to the weights λ /∈ �X.
(Observe that π is a Ū(b−)-module map if the module structures of both the
domain and range are twisted by Fr′b− and similarly π is a Ū(b)-module map.)
Composing Fr′∗ with π, we get a Ū(b−)-module map (again denoted by)

Fr′∗ : H0
(
X, M

)Fr′
b− → H0

(
X̄, MFr′

)
.

Proof. We have by the triangular decomposition [Lu2, Th. 6.7(d)],

(D)

H0
(
X, M

)Fr′
b− ↪→ HomU(b)

(
U(g), M

)Fr′
b− δ� HomU0

(
U(b−), M

)Fr′
b−

ψ ↓
H0

(
X̄, MFr′

)
↪→ HomŪ(b)

(
Ū(g), MFr′

)
δ̄� HomŪ0

(
Ū(b−), MFr′

)
,

where ψ = Fr′∗
b− is the Ū(b−)-module map of Lemma 3.2 with b replaced by

b−, and δ, δ̄ are the restriction maps.
We now show that

(∗) ψ

((
H0

(
X, M

) 1
�

)Fr′
b−

)
⊂ H0

(
X̄, MFr′

)
.

Take a weight vector f ∈ H0(X, M) with respect to the U0-action. Then
since ψ is a Ū(b−)-module map, by (2) of §(3.1), ψ(f) is a weight vector with
respect to the Ū0-action. Next,

ψ
(
F

(m�)
i · f

)
= ψ

(
F̄

(m)
i � f

)
= F̄

(m)
i · ψ(f) , for any m ≥ 0 .

In particular, F̄
(m)
i ·ψ(f) = 0 for all large enough m. So, to prove the assertion

(∗), it suffices to show that for f ∈ Hom U(b)

(
U(g), M

) 1
� ,

(3) ψ
(
E

(m�)
i · f

)
= Ē

(m)
i · ψ(f) , for anym ≥ 0 .

This will also prove (2).
As a preparation, we prove the following lemmas.

Lemma 3.4. For any nonnegative integers m, m1, · · · , mr and 1 ≤ i,

i1, · · · , ir ≤ n, let 1 ≤ j1 < · · · < js ≤ r be precisely the indices such that
ijp = i.
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Then in the quantized enveloping algebra UA(g):

F
(mr)
ir

· · ·F (m1)
i1

E
(m)
i =

∑
t=(t1,···,ts)∈Zs

+

E
(m−

∑s

k=1
tk)

i F
(mr)
ir

(1)

· · · F
(mjs−ts)
ijs

· · ·F (mj1
−t1)

ij1
· · ·F (m1)

i1
At ,

where E
(m′)
i and F

(m′)
i are interpreted as 0 if m′ < 0,

At :=

[
K−1

i ;mj1 − m − ∑
j<j1 ajmj

t1

] [
K−1

i ;mj2 − m − ∑
j<j2 ajmj − t1

t2

]

· · ·
[

K−1
i ;mjs − m − ∑

j<js
ajmj − (t1 + · · · + ts−1)
ts

]
,

aj := −αij (hi), and

[
K−1

i ; c
t

]
:=

t∏
s=1

K−1
i vdi(c−s+1) − Kiv

−di(c−s+1)

vdis − v−dis
.

Proof. Prove the lemma by induction on r, using the commutation rela-
tions [Lu2, §6.5], the following lemma and the A-algebra automorphism ω of
UA(g) as in [Lu3, §3.1.3].

Lemma 3.5. For t ∈ N := {1, 2, · · ·} and c ∈ Z, as elements of UA(J),[
K−1

i ; c
t

]
E

(m)
j = E

(m)
j

[
K−1

i ; c − aijm

t

]
and [

K−1
i ; c
t

]
F

(m)
j = F

(m)
j

[
K−1

i ; c + aijm

t

]
,

where aij := αj(hi).

Proof. Apply the automorphism ω of [Lu3, §3.1.3] to the identities [Lu2,
§6.5].

Lemma 3.6. For any m ∈ Z and t ≥ 0

Fr

[
Ki; �m

t

]
= 0

if t is not divisible by �, where [ Ki;�m
t

] is interpreted as an element of UZξ
(J).

Proof. First assume that m < 0. Then the lemma follows from [Lu2,

§6.4-b3]. By [Lu2, §6.5–a6], we have [ Ki;�m
t

]F (�m)
i = F

(�m)
i [ Ki;−�m

t
]. From

this the case m > 0 also follows.
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Lemma 3.7. For t ∈ Z+, c, a ∈ Z,[
K−1

i ; c
t

]
= (−1)t

[
Ki; t − 1 − c

t

]
as elements of UA(J), and(1)

[
a

t

]ξ

di

= (−1)t

[
−a + t − 1

t

]ξ

di

,(2)

where [ a
t

]ξdi
denotes [ a

t
]di

∈ A evaluated at v = ξ.

We also recall the q-binomial identity (for 0 ≤ a0, t0 ≤ � − 1, a1 ∈ Z,

t1 ∈ Z+) from [Lu3, Lemma 34.1.2]:

(3)

[
a0 + �a1

t0 + �t1

]ξ

di

=

(
a1

t1

) [
a0

t0

]ξ

di

,

where
(a1

t1

)
∈ Z+ is the ordinary binomial coefficient.

Proof. The first identity follows from the definition. For the second iden-
tity see [Lu3, p. 266].

Proof of (3) of §3.3 continued. First take f ∈ HomU(b)(U(g), M). Then,
by Lemma 3.4 (following the same notation),

ψ
(
E

(m�)
i · f

)(
F̄

(mr)
ir

· · · F̄ (m1)
i1

)
= f

(
F

(�mr)
ir

· · ·F (�m1)
i1

E
(m�)
i

)
(1)

=
∑

t

E
(�m−

∑s

k=1
tk)

i ·
(
(At · f)(Ft)

)
,

where Ft := F
(�mr)
ir

· · ·F (�mjs−ts)
ijs

· · ·F (�mj1
−t1)

ij1
· · ·F (�m1)

i1
.

Now assume that f ∈ HomU(b)(U(g), M)
1
� , and f is of weight �λ, for λ ∈ X.

Then (by Lemma 3.7) the above sum reduces to∑
t

E
(�m−

∑s

k=1
tk)

i(∗)

·
([

−�λ(hi) + �p′1
t1

]ξ

di

· · ·
[
−�λ(hi) + �p′s − (t1 + · · · + ts−1)

ts

]ξ

di

f(Ft)
)

,

for some p′1, · · · , p′s ∈ Z. If at least one of t1, · · · , ts is not divisible by �, say tj ,
and tj is the first one with this property, then[

−�λ(hi) + �p′j − (t1 + · · · + tj−1)
tj

]ξ

di

= 0,

by (3) of Lemma 3.7.
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So the sum (∗) reduces to t = (t1, · · · , ts) such that �|t, i.e., each tk is
divisible by � giving

(2) ψ
(
E

(m�)
i · f

)(
F̄

(mr)
ir

· · · F̄ (m1)
i1

)
=

∑
�|t

E
(�m−

∑s

k=1
tk)

i ·
(
(At · f)(Ft)

)
.

On the other hand, applying Fr to the commutation relation as in Lemma 3.4,
we get

(
Ē

(m)
i · (ψf)

)(
F̄

(mr)
ir

· · · F̄ (m1)
i1

)
(3)

=
∑
�|t

(
Fr′

(
FrE

(�m−
∑s

k=1
tk)

i

))
·
(
((Fr′FrAt) · f)(Ft)

)
=

∑
�|t

E
(�m−

∑s

k=1
tk)

i ·
(
(At · f)(Ft)

)
.

Comparing (2) and (3), we get

ψ
(
E

(m�)
i · f) = Ē

(m)
i · (ψf), for all f ∈ HomU(b)(U(g), M)

1
� .

This proves (3) of Proposition 3.3 and hence Proposition 3.3 itself.

Now we extend the Ū(b−)-module map Fr′∗ of Proposition 3.3 to an arbi-
trary cohomology H i.

Theorem 3.8. For any M ∈ C(b), there exists a functorial Ū(b−)-module
map for all i ≥ 0:

Fr′∗ : H i
(
X, M

)Fr′
b− → H i

(
X̄, MFr′

)
.

Moreover, for any m ≥ 0 and f ∈ H i(X, M),

(1) Ē
(m)
i · (Fr′∗f) = Fr′∗(E(m�)

i · f),

i.e., Fr′∗ : H i
(
X, M

)Fr′
b → H i

(
X̄, MFr′

)
is a Ū(b)-module map as well, for all

i ≥ 0.

Proof. The proof is parallel to the proof of Theorem 2.3. Let

0 −→ M −→ Q0
ε0−→ Q1

ε1−→ · · · ,

0 −→ MFr′ −→ Q̄0
ε̄0−→ Q̄1

ε̄1−→ · · · ,

be the standard resolutions in categories C(b) and C̄(b) respectively. By induc-
tion, we construct Ū(b)-module morphisms θj : QFr′

j → Q̄j making the squares
commutative up to θj .



ALGEBRAIZATION OF FROBENIUS SPLITTING 509

First define

θ0 : QFr′
0 := H0(U(b)/U0, M)Fr′ → Q̄0 := H0(Ū(b)/Ū0, MFr′)

as the map Fr′∗b of Lemma 3.2. Having defined θj , define (abbreviating Image
by Im)

θj+1 : QFr′
j+1 := H0(U(b)/U0, Qj/Im εj−1)Fr′ → Q̄j+1 := H0(Ū(b)/Ū0, Q̄j/Im ε̄j−1)

as the composite

H0(U(b)/U0, Qj/Im εj−1)Fr′ Fr′∗
b−→ H0

(
Ū(b)/Ū0, (Qj/Im εj−1)Fr′

)
−→ H0(Ū(b)/Ū0, Q̄j/Im ε̄j−1) ,

where the second map is induced from the Ū(b)-module map θj . Finally, define
a cochain map H0(X, Q•)

Fr′
b− → H0(X̄, Q̄•) as the composite map

H0(X, Q•)
Fr′
b−

Fr′∗−→ H0(X̄, QFr′
• ) → H0(X̄, Q̄•) ,

where the second map is induced from the Ū(b)-module maps θ•. This proves
the theorem.

Corollary 3.9. For any M̄ ∈ C̄(b), the composite map

Fr′∗ ◦ Fr∗ : H i
(
X̄, M̄

)
→ H i

(
X̄, M̄

)
is the identity map for all i ≥ 0.

Proof. It is easy to see that the corollary holds for H0. To prove the result
for general i, take an exact sequence in C̄(b) : 0 → M̄ → N̄ → Q̄ → 0 such that
H i(X̄, N̄) = 0 , for all i ≥ 1. Then, from the surjective map H i−1(X̄, Q̄) �
H i(X̄, M̄) and the functoriality of Fr∗ and Fr′∗, the corollary for i follows by
induction.

Remark 3.10. (a) As we will see in a subsequent section, Fr′∗ is a quan-
tization of the map induced on the cohomology of homogeneous vector bun-
dles from the ‘canonical’ Frobenius splitting of the flag variety G/B obtained
by Mehta-Ramanathan. Thus the key lemma of Mathieu (asserting that a
B-canonical splitting of a B-variety Y sends any B-submodule of H0(Y,L⊗p)
to a B-submodule of H0(Y,L), for any B-equivariant line bundle L on Y ;
cf. [M, Lemma 2.4 and the remark following it]) in this case follows from the
fact in Theorem 3.8 that the splitting is a Ū(b−)-module (as well as a Ū(b)-
module) map.

(b) For λ /∈ �X, the map Fr′∗ : H0
(
X, χξ

λ

)Fr′
b− → H0

(
X̄, (χξ

λ)Fr′
)

is
identically zero. To see this, write λ = λ0 + �λ1 with 0 ≤ λ0(hi) ≤ � − 1
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for all simple coroots hi and 0 < λ0(hio) for some hio . Now take any f ∈

H0
(
X, χξ

λ

)1/�
. Then, by Lemma 3.7,

[
Kio ; 0
λ0(hio)

]
· f = 0 . This gives that

([
Kio ; 0
λ0(hio)

]
· f

) (
F

(�mr)
ir

· · ·F (�m1)
i1

)
= 0

for any nonnegative m1, · · · , mr. Hence([
Kio ; 0
λ0(hio)

]
· f

) (
F

(�mr)
ir

· · ·F (�m1)
i1

)
= f

(
F

(�mr)
ir

· · ·F (�m1)
i1

[
Kio ; 0
λ0(hio)

])
= cf

(
F

(�mr)
ir

· · ·F (�m1)
i1

)
= 0 ,

for some nonzero c. Thus we conclude that f(F (�mr)
ir

· · ·F (�m1)
i1

) = 0 , and hence
Fr′∗f = 0 (by the definition of Fr′∗).

4. Stronger quantized Frobenius splitting

In this section we abbreviate the homomorphism Fr′
b− of Theorem 1.2 to

Fr′. We also continue to abbreviate H i(U(g)/U(b),−) (resp. H i(Ū(g)/Ū(b),−))
to H i(X,−) (resp. H i(X̄,−)). Any reduced decomposition wo = si1 · · · siN of
the longest element wo of the Weyl group in terms of the simple reflections
gives an indexing of the set ∆+ of positive roots {β1, · · · , βN}, where βj :=
si1 · · · sij−1(αij ) (αi being the simple root corresponding to the simple reflection
si).

Definition 4.1. For any U0-module M ∈ C0, define the map (abbreviating
−2(� − 1)ρ to γ, where ρ is the half sum of positive roots)

ψγ : Hom U0

(
U(b−), χξ

γ ⊗ M
)Fr′

→ Hom Ū0

(
Ū(b−), MFr′

)
by

(ψγf)(a) = f(FoFr′(a)) ⊗ v+ for a ∈ Ū(b−) ,

where Fo := F
(�−1)
βN

· · ·F (�−1)
β1

, Fβi
are Lusztig’s root vectors [Lu2, §4], v+ is a

Zξ-basis vector of the one-dimensional representation χξ
2(�−1)ρ and we identify

χξ
γ ⊗ M ⊗ χξ

−γ with M (Fo does not depend upon the choice of the reduced
decomposition of wo up to a nonzero scalar multiple, since the corresponding
weight space in the quantized restricted enveloping algebra is of rank one). By
the following lemma, ψγ(f) is indeed Ū0-linear.

Lemma 4.2. With notation and assumptions as above, ψγ(f) is Ū0-linear

for any f ∈ Hom U0

(
U(b−), χξ

γ ⊗ M
)Fr′

.
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Proof. For any a ∈ Ū(b−) and h =
(hi
m

)
∈ Ū0,

(ψγf)(ha) = f(Fo Fr′(h) Fr′(a)) ⊗ v+

= f

(
Fo

[
Ki; 0

�m

]
Fr′(a)

)
⊗ v+

= f

([
Ki; 2(� − 1)

�m

]
FoFr′(a)

)
⊗ v+, by [Lu2, §6.5]

=

([
Ki; 2(� − 1)

�m

]
· f(FoFr′(a))

)
⊗ v+

=

[
Ki; 0

�m

]
·
(

f(FoFr′(a)) ⊗ v+

)
, since v+ is of weight 2(� − 1)ρ

=

(
hi

m

)
� ((ψγf)(a)).

Lemma 4.3. With notation and assumptions as in §4.1, ψγ is Ū(b−)-linear.

Proof. For a, b ∈ Ū(b−),(
ψγ

(
b � f

))
(a) =

(
ψγ

(
Fr′(b) · f

))
(a)

=
(
(Fr′(b) · f)(FoFr′(a))

)
⊗ v+

= f(FoFr′(a)Fr′(b)) ⊗ v+

= f(FoFr′(ab)) ⊗ v+

= (ψγf)(ab)

= (b · ψγf)(a).

This proves that ψγ is Ū(b−)-linear.

We now prove the following crucial proposition.

Proposition 4.4. For any Ū(b)-module M̄ which is a Ū0-weight module,
m ≥ 0 and f ∈ Hom U(b)

(
U(g), χξ

γ ⊗ M̄Fr
)
� Hom U0

(
U(b−), χξ

γ ⊗ M̄Fr
)
,

(1) ψγ

(
E

(�m)
i · f

)
= Ē

(m)
i · (ψγf),

where the action of Ē
(m)
i on ψγf comes from the similar identification

Hom Ū(b)

(
Ū(g), M̄

)
� Hom Ū0

(
Ū(b−), M̄

)
.
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Proof. Take a = F̄
(mr)
ir

· · · F̄ (m1)
i1

. Then(
ψγ(E(�m)

i · f)
)
(a) = (E(�m)

i · f)(FoFr′(a)) ⊗ v+(2)

= f
(
Fo F

(�mr)
ir

· · ·F (�m1)
i1

E
(�m)
i

)
⊗ v+.

Now, by (1) of Lemma 3.4 and Lemma 3.5, we get

(3)
Fo F

(�mr)
ir

· · ·F (�m1)
i1

E
(�m)
i =

∑
t

Ât Fo E
(�m−

∑s

k=1
tk)

i F
(�mr)
ir

· · ·F (�mjs−ts)
ijs

· · ·F (�mj1
−t1)

ij1
· · ·F (�m1)

i1
,

where the summation is over t = (t1, · · · , ts) ∈ Zs
+ , 1 ≤ j1 < · · · < js ≤ r are

precisely the indices such that ijp = i and

Ât :=

[
K−1

i ;−�mj1 + �m + (
∑

j>j1 aj �mj) − 2(� − 1)
t1

]

×
[

K−1
i ;−�mj2 + �m + (

∑
j>j2 aj�mj) − t1 − 2(� − 1)
t2

]

· · ·
[

K−1
i ;−�mjs + �m + (

∑
j>js

aj�mj) − (t1 + · · · + ts−1) − 2(� − 1)
ts

]
(where aj := −αij (hi)). Substituting (3) in (2), we get(

ψγ(E(�m)
i · f)

)
(a) =

∑
t∈Zs

+

(
Ât ·

(
f

(
FoE

(�m−
∑s

k=1
tk)

i F
(�mr)
ir

· · ·F (�mjs−ts)
ijs

(4)

· · ·F (�mj1
−t1)

ij1
· · ·F (�m1)

i1

)))
⊗ v+.

Since Im f ⊂ χξ
γ ⊗ M̄Fr , using (3) of Lemma 3.7, the sum in (4) reduces

to (t1, · · · , ts) ∈ Zs
+ such that each tk is divisible by �, i.e., denoting �t =

(�t1, · · · , �ts), we have(
ψγ(E(�m)

i · f)
)
(a)(5)

=
∑
t∈Zs

+

(
Â�t ·

(
f

(
FoE

(�m−
∑s

k=1
�tk)

i F
(�mr)
ir

· · ·F (�mjs−�ts)
ijs

· · ·F (�mj1
−�t1)

ij1
· · ·F (�m1)

i1

)))
⊗ v+

=
∑
t∈Zs

+

(
Â�tE

(�m−
∑s

k=1
�tk)

i ·
(

f

(
FoF

(�mr)
ir

· · ·F (�mjs−�ts)
ijs

· · ·F (�mj1
−�t1)

ij1
· · ·F (�m1)

i1

)))
⊗ v+ , by the next lemma
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=
∑
t∈Zs

+

(
Ã�tE

(�m−
∑s

k=1
�tk)

i

)

�
(

f

(
FoF

(�mr)
ir

· · ·F (�mjs−�ts)
ijs

· · ·F (�mj1
−�t1)

ij1
· · ·F (�m1)

i1

)
⊗ v+

)

=
∑
t∈Zs

+

Fr
(

Ã�tE
(�m−

∑s

k=1
�tk)

i

)

·
(

f

(
FoF

(�mr)
ir

· · ·F (�mjs−�ts)
ijs

· · ·F (�mj1
−�t1)

ij1
· · ·F (�m1)

i1

)
⊗ v+

)
,

where

Ãt :=

 K−1
i ;−�mj1 + �m +

∑
j>j1

aj�mj

t1



· · ·
 K−1

i ;−�mjs + �m +
∑
j>js

aj�mj − (t1 + · · · + ts−1)

ts

 .

We now calculate the right side of (1):(
Ē

(m)
i · (ψγf)

)
(a)(6)

= (ψγf)
(
F̄

(mr)
ir

· · · F̄ (m1)
i1

Ē
(m)
i

)
=

∑
t∈Zs

+

(ψγf)
(

HtĒ
(m−

∑s

k=1
tk)

i F̄
(mr)
ir

· · · F̄ (mjs−ts)
ijs

· · · F̄ (mj1
−t1)

ij1
· · · F̄ (m1)

i1

)

=
∑
t∈Zs

+

HtĒ
(m−

∑s

k=1
tk)

i

·
(

(ψγf)
(

F̄
(mr)
ir

· · · F̄ (mjs−ts)
ijs

· · · F̄ (mj1
−t1)

ij1
· · · F̄ (m1)

i1

))

=
∑
t∈Zs

+

HtĒ
(m−

∑s

k=1
tk)

i

·
(

f

(
Fo F

(�mr)
ir

· · ·F (�mjs−�ts)
ijs

· · ·F (�mj1
−�t1)

ij1
· · ·F (�m1)

i1

)
⊗ v+

)
,

where Ht := Fr(Ã�t).
Comparing (5) and (6) we get (1). This proves the proposition modulo

the next lemma.
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Lemma 4.5. For any Ū(b)-module M̄ such that M̄ is a Ū0-weight module,
m ≥ 0 and f ∈ Hom U(b)

(
U(g), χξ

γ ⊗ M̄Fr
)
,

(1) f(Fo E
(�m)
i ) = f(E(�m)

i Fo).

Thus, replacing f by x · f ,

f(Fo E
(�m)
i x) = f(E(�m)

i Fox) for any x ∈ U(g).

Proof. Any such M̄ is a quotient of a Ū(b)-module Q̄ such that Q̄ is a Ū0-
weight module and Q̄ is Zξ-free (since, for any weight vector v ∈ M̄ of weight
λ, there exists a Ū(b)-module map πv : Ū(b) ⊗Ū0 χ̄λ → M̄ taking 1 ⊗ 1 �→ v).
Now the surjective Ū(b)-module map θ : Q̄ → M̄ induces a surjective map

θ̂ : Hom U(b)

(
U(g), χξ

γ ⊗ Q̄Fr
)
→ Hom U(b)

(
U(g), χξ

γ ⊗ M̄Fr
)
.

Hence, to prove (1), we can (and do) assume that M̄ is a Zξ-free module.
We first prove (1) for m = 1. Since M̄ is Zξ-free (by assumption), we can

replace the ground ring Zξ by Qξ. For any d = (p1, · · · , pN ) ∈ {0, · · · , � − 1}N ,
N := |∆+|, define

F d = F
(pN )
βN

· · ·F (p1)
β1

.

By [Lu2, Lemma 8.5 and Th. 8.3] write

(2) Fo E
(�)
i − E

(�)
i Fo =

∑
0<m<�

E
(m)
i xm +

∑
d∈{0,···,�−1}N

cd F d,

for some xm ∈ U(b−) (in fact in the restricted quantized enveloping algebra)
and cd ∈ u0

Qξ
(where u0

Qξ
⊂ U0

Qξ
is the Qξ-subalgebra generated by {K±

i ; 1 ≤
i ≤ n}).

Applying the anti-automorphism S of U(g) to (2), we get

(−K−1
i Ei)(�)S(Fo) − S(Fo)(−K−1

i Ei)(�) =
∑

0<m<�

S(xm)(−K−1
i Ei)(m)

+
∑
d

S(F d)S(cd).

Applying the above to a highest weight vector v+ of Vξ(2(� − 1)ρ), we get

(3) (−K−1
i Ei)(�)S(Fo)v+ =

∑
d

S(F d)S(cd) v+.

We next show that

(4) E
(m)
i Fov+ = 0 for any m > 0.

Since Fov+ is a weight vector of weight 0, it suffices to show that

(5) F
(m)
i Fov+ = 0 for any m > 0 :
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For 0 < m < �, since F
(m)
i Fo = 0, (5) follows in this case. Further, F

(m)
i

commutes with Fo (for any m ≥ 0) as can be seen from [Lu2, 5.8(c), Th. 8.3
and Lemma 8.5] by the weight consideration. Hence F

(m)
i Fov+ = Fo F

(m)
i v+.

For any 1 ≤ i ≤ n, we can choose a reduced decomposition of wo starting in si

(and hence β1 = αi) resulting in the expression Fo = F
(�−1)
βN

· · ·F (�−1)
β2

F
(�−1)
i .

This gives

FoF
(m)
i v+ =

[
� + m − 1

� − 1

]ξ

di

F
(�−1)
βN

· · ·F (�−1)
β2

F
(�+m−1)
i v+ = 0, for m ≥ �,

which proves (5) and hence (4). Substituting (4) in (3), we get

(6)
∑
d

S(F d) S(cd)v+ = 0.

Since {F dv+}d∈{0,···,�−1}N are linearly independent, as the same is true already
for the Steinberg module Vξ((� − 1)ρ) (cf. [Ku, Prop. 4.1]), from (6) we get
χξ
−γ(S(cd)) = 0, for all d, i.e.,

(7) χξ
γ(cd) = 0, for all d.

By (2),

f(FoE
(�)
i − E

(�)
i Fo) =

∑
0<m<�

E
(m)
i · (f(xm)) +

∑
d∈{0,···,�−1}N

cd · (f(F d))

=
∑
d

cd · (f(F d)) , since Im f ⊂ χξ
γ ⊗ M̄Fr,

=
∑
d

χξ
γ(cd) f(F d), since cd ∈ u0

Qξ
,

= 0, by (7).

This proves the identity (1) for m = 1.

We assume the validity of (1) for m (by induction) and prove it for m

replaced by m + 1: First of all

E
(�m)
i E

(�)
i =

[
�m + �

�

]ξ

di

E
(�m+�)
i , by [Lu2, 5.8(c)](8)

= (m + 1)E
(�m+�)
i , by (3) of Lemma 3.7.

Thus,

(m + 1) f
(
FoE

(�m+�)
i

)
= f

(
FoE

(�m)
i E

(�)
i

)
(9)

=
(
E

(�)
i f

)(
Fo E

(�m)
i

)



516 SHRAWAN KUMAR AND PETER LITTELMANN

= (E(�)
i f)

(
E

(�m)
i Fo

)
, by induction,

= E
(�m)
i ·

(
(E(�)

i f)(Fo)
)

= E
(�m)
i ·

(
f(E(�)

i Fo)
)
, by the m = 1 case,

= f
(
E

(�m)
i E

(�)
i Fo

)
= (m + 1) f

(
E

(�m+�)
i Fo

)
, by (8).

Since m + 1 is not a zero divisor in Zξ and (by assumption) M̄ is Zξ-free, we
get the validity of (1) for m + 1 (by virtue of (9)).

Proposition 4.6. For any M̄ ∈ C̄(b), there exists a functorial Ū(b−)-
module map

Fr′∗γ : H0
(
X, χξ

γ ⊗ M̄Fr
)Fr′

→ H0
(
X̄, M̄

)
,

defined by

(1) (Fr′∗γ f)(a) = f(FoFr′(a)) ⊗ v+,

for a ∈ Ū(b−) and f ∈ H0
(
X, χξ

γ ⊗ M̄Fr
)Fr′

.

Moreover, for any m ≥ 0 and f ∈ H0
(
X, χξ

γ ⊗ M̄Fr
)
,

(2) Ē
(m)
i ·

(
Fr′∗γ f

)
= Fr′∗γ (E(m�)

i · f).

Proof. As in the proof of Proposition 3.3, consider the diagram

H0
(
X, χξ

γ ⊗ M̄Fr
)Fr′

↪→ HomU(b)

(
U(g), χξ

γ ⊗ M̄Fr
)Fr′

� HomU0

(
U(b−), χξ

γ ⊗ M̄Fr
)Fr′

ψγ ↓
H0(X̄, M̄) ↪→ Hom Ū(b)(Ū(g), M̄) � Hom Ū0(Ū(b−), M̄),

where ψγ is as defined in §4.1. By combining Lemma 4.3 and Proposition 4.4,
we get

ψγ

(
H0

(
X, χξ

γ ⊗ M̄Fr
)Fr′)

⊂ H0(X̄, M̄).

So define Fr′∗γ as the restriction of ψγ to H0(X, χξ
γ ⊗ M̄Fr)

Fr′
. Since ψγ is

Ū(b−)-linear (by Lemma 4.3), so is Fr′∗γ and moreover (2) follows from (1) of
Proposition 4.4.
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Theorem 4.7. For any M̄ ∈ C̄(b), there exists a functorial Ū(b−)-module
map (for all i ≥ 0)

Fr′∗γ : H i
(
X, χξ

γ ⊗ M̄Fr
)Fr′

→ H i(X̄, M̄);

i.e., the following diagram is commutative for any Ū(b)-module map θ :M̄ → N̄ :

(D)

H i
(
X, χξ

γ ⊗ M̄Fr
)Fr′ Fr′∗γ−−−→ H i(X̄, M̄)� �

H i
(
X, χξ

γ ⊗ N̄Fr
)Fr′

−−−→
Fr′∗γ

H i(X̄, N̄),

where the vertical maps are the canonical maps induced from θ.
Moreover, for any m ≥ 0 and f ∈ H i(X, χξ

γ ⊗ M̄Fr),

(1) Ē
(m)
i · (Fr′∗γ f) = Fr′∗γ (E(m�)

i · f).

Proof. Consider the standard resolution in category C̄(b):

(2) 0 → M̄ → Q̄0
ε̄0→ Q̄1

ε̄1→ · · · .
Lifting (2) by Fr and then tensoring with χξ

γ , we get the resolution in C(b) :

(3) 0 → χξ
γ ⊗ M̄Fr → Q̂0

ε̂0→ Q̂1
ε̂1→ · · · ,

where Q̂k := χξ
γ ⊗ Q̄Fr

k and ε̂k := Id ⊗ ε̄k. By Proposition 4.6, we get the
cochain map induced by the Ū(b−)-module maps Fr′∗γ :

(∗)

H0(X, Q̂0)Fr′ −−−→ H0(X, Q̂1)Fr′−→· · ·�Fr′∗γ

�Fr′∗γ

H0(X̄, Q̄0) −−−→ H0(X̄, Q̄1) −→ · · · ·

By the next lemma, for any p ≥ 0 and i > 0, H i(X, Q̂p) = 0. Hence
the ith cohomology of the top cochain complex is equal to H i(X, χξ

γ ⊗ M̄Fr)Fr′ ,
whereas the ith cohomology of the bottom cochain complex is H i(X̄, M̄) (cf.
[H, Prop. 1.2A, Chap. III]). So, we define the Ū(b−)-module map

Fr′∗γ : H i
(
X, χξ

γ ⊗ M̄Fr
)Fr′

→ H i(X̄, M̄)

as the induced map in cohomology from (∗).
Commutativity of diagram (D) follows from the functoriality of all the

constructions involved and moreover (1) follows from (2) of Proposition 4.6.
So the theorem is proved modulo the following lemma.
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Lemma 4.8. For any M̄ ∈ C̄0 and λ ∈ X

H i
(
X, χξ

λ ⊗
(
H0(Ū(b)/Ū0, M̄)

)Fr
)

= 0,

for all i > 0.

Proof. The proof is similar to the proof of [APW, Th. 5.4]. By definition of
the category C̄0, M̄ =

⊕
µ∈X M̄µ. Since H∗ commutes with (possibly infinite)

direct sums (cf. [APW, Th. 1.31]), we can assume that M̄ = M̄µ. Since
H0(Ū(b)/Ū0,−) is an exact functor (cf. Proposition 1.5) and any Zξ-module
N admits a free resolution for some d ≥ 0 (since Zξ has finite global homological
dimension):

0 → Fd → · · · → F1 → F0 → N,

we can assume that M̄µ is Zξ-free of rank 1, i.e., M̄µ = χ̄µ. By a result of
Cline-Parshall-Scott (cf. [CPS, Proposition 5.5], [APW, Lemma 5.3]), there is
a Ū(b)-module isomorphism:

H0(Ū(b)/Ū0, χ̄µ) � lim−→
m≥0

H0(X̄, χ̄−mρ) ⊗ χ̄−mρ+µ,

where the right side is a directed union. Since the cohomology commutes with
directed unions (cf. [APW, Proof of Th. 5.4]), to prove the lemma, it suffices
to show that

H i
(
X, H0

(
X̄, χ̄−mρ

)Fr
⊗ χξ

−�mρ+�µ+λ

)
= 0, ∀i > 0, m � 0.

(We have used here the fact that Fr commutes with the coproduct.)
Now, by [APW, Prop. 2.19 (ii)] (since H0(X̄, χ̄−mρ) is Zξ-free; cf. [APW,

Corollary 3.3(i)] for the corresponding result in the quantum case),

H i
(
X, H0(X̄, χ̄−mρ)Fr ⊗ χξ

−�mρ+�µ+λ

)
� H0(X̄, χ̄−mρ)Fr ⊗ H i(X, χξ

−�mρ+�µ+λ)

= 0, form � 0 ,

by the following quantized analogue of the Serre vanishing theorem.
For any λ ∈ X+, µ ∈ X and i > 0,

(1) H i(X, χξ
−m(λ+ρ)+µ) = 0 , for all m � 0.

The ring Zξ has projective dimension one (cf. [Mi, Lemma 1.5]). Hence (1)
follows by the base change [APW, (8) of §3.6] and [AW, Th. 2.6].

This completes the proof of the lemma, thereby completing the proof of
Theorem 4.7.
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Lemma 4.9. For any M ∈ C(b) such that M is Zξ-flat and σ ∈ H0(X, M),
there exists a functorial map, for any N ∈ C(b),

mσ : H0(X, N) → H0(X, M ⊗ N)

given by

(1) (mσf) a =
∑

i

σ(a′i) ⊗ f(a′′i ), for a ∈ U(g),

where ∆a =
∑

i a′i ⊗ a′′i .
Moreover, mσ gives rise to a functorial map (again denoted by)

(2) mσ : H i(X, N) → H i(X, M ⊗ N).

Proof. It is easy to see that (1) defines a map

mσ : Hom U(b)(U(g), N) → Hom U(b)(U(g), M ⊗ N).

Moreover, mσ(f) ∈ H0(X, M ⊗ N) for any f ∈ H0(X, N) (as is easy to see).
The existence of mσ at the higher cohomology follows from the consideration
of the standard resolution of N in C(b): 0 → N → Q0 → Q1 → · · ·. (Observe
that, since M is Zξ-flat, by [APW, Prop. 2.16(i)], 0 → M ⊗ N → M ⊗ Q0 →
M ⊗ Q1 → · · · is the standard resolution of M ⊗ N .)

Lemma 4.10. Let Zξv+ be the highest weight subspace of Vξ(2(� − 1)ρ).
Then S(Fo)Zξv+ is a Zξ-module direct summand of Vξ(2(� − 1)ρ).

Proof. It suffices to construct f ∈ HomZξ
(Vξ(2(� − 1)ρ),Zξ) such that

f(S(Fo)v+) is an invertible element of Zξ. Consider the U(g)-module homo-
morphism

δ : Vξ(2(� − 1)ρ) → Vξ((� − 1)ρ) ⊗ Vξ((� − 1)ρ),

taking v+ �→ w+ ⊗ w+ , where w+ is a primitive highest weight vector of
Vξ((� − 1)ρ). Since S is an (anti)automorphism which keeps the restricted
enveloping algebra stable, by the weight consideration, S(Fo) = Foa, for an
invertible element a ∈ u0, where u0 is the Zξ-subalgebra of U0 generated by
{ki; 1 ≤ i ≤ n}. Thus

S(Fo)v+ = Foav+ = xFov+ ,

for an invertible element x ∈ Zξ. Write

(1) δ(S(Fo)v+) = xw+ ⊗ Fow+ + v ,

for v ∈ Vξ((�− 1)ρ)+ ⊗ Vξ((�− 1)ρ), where Vξ((�− 1)ρ)+ (resp. Vξ((�− 1)ρ)−)
is the sum of all the weight spaces of Vξ((� − 1)ρ) except the highest (resp.
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lowest) weight space. Now, by [Ku, Prop. 4.1] and [Lu2, Th. 8.3], Fow+ is a
primitive vector in Vξ((� − 1)ρ). The decomposition

Vξ((� − 1)ρ) ⊗ Vξ((� − 1)ρ)

=
(

Vξ((� − 1)ρ)+ ⊗ Vξ((� − 1)ρ) + Vξ((� − 1)ρ) ⊗ Vξ((� − 1)ρ)−
)

⊕ Zξ(w+ ⊗ Fow+)

gives rise to the map f̃ : Vξ((�− 1)ρ)⊗ Vξ((�− 1)ρ) → Zξ by projecting on the
last factor. Finally, let f be the linear form f̃ ◦ δ : Vξ(2(� − 1)ρ) → Zξ. Then,
by (1), f(S(Fo)v+) = x. Hence ZξS(Fo)v+ is a Zξ-module direct summand in
Vξ(2(� − 1)ρ).

Decompose
Vξ(2(� − 1)ρ) = S(Fo)Zξv+ ⊕ M ,

where M is a weight subspace. Define σ̂o ∈ Vξ(2(�− 1)ρ)∗ by σ̂o(S(Fo)v+) = 1
and σ̂o|M ≡ 0.

Proposition 4.11. For any M̄ ∈ C̄(b), the composite

(1) H i
(
X̄, M̄

)
Fr∗−→ H i

(
X, M̄Fr

)
mσo−→ H i

(
X, χξ

γ ⊗ M̄Fr
) Fr′∗γ−→ H i

(
X̄, M̄

)
is the identity map, where σo ∈ H0

(
X, χξ

γ

)
is given by σo := β(σ̂o), and β is

as defined in Section 1.

Proof. From the functoriality of all the maps involved, it suffices to prove
the lemma for H0 (cf. the argument in the proof of Corollary 3.9). Take
f ∈ H0(X̄, M̄), ȳ ∈ Ū(n−) and write ∆(Fr′ȳ) =

∑
i y

′
i⊗y′′i . Also write ∆(Fo) =∑

j F ′
j ⊗ F ′′

j . Then

(Fr′∗γ mσoFr∗f) ȳ

= (mσoFr∗f)(FoFr′(ȳ)) ⊗ v+

=
∑
i,j

σo(F ′
jy

′
i) ⊗ f(Fr(F ′′

j ) Fr(y′′i )) ⊗ v+

=
∑

i

σo(Foy
′
i) ⊗ f(Fr(y′′i )) ⊗ v+, since Fr(F ′′

j ) = 0 unless F ′′
j ∈ U0

= σo(Fo) ⊗ f(Fr Fr′ȳ) ⊗ v+, since σo(Foy
′
i) = 0 unless y′i ∈ U0

= v∗+ ⊗ f(ȳ) ⊗ v+

= f(ȳ).

This proves the proposition.
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Remark 4.12. (a) By the same argument as that in the proof of Propo-
sition 4.6, we obtain the fact that for any M̄ ∈ C̄(b), there exists a functorial
Ū(b−)-module map

Θ : H0
(
X, M̄Fr

)Fr′

→ H0
(
X̄, M̄

)
,

defined by
(Θf)(a) = f(Fr′(a)), for a ∈ Ū(b−).

From the following lemma, we see that the map

Fr′∗ : H0
(
X, M̄Fr

)Fr′

→ H0
(
X̄, M̄

)
defined in Proposition 3.3 coincides with Θ. (Observe however that in Propo-
sition 3.3, the map Fr′∗ was defined for an arbitrary M ∈ C(b).)

(b) It is not clear if the composite Fr′∗γ ◦ mσo of the last two maps in the
above proposition is the map Fr′∗ of Proposition 3.3.

Lemma 4.13. For any M̄ ∈ C̄(b), the map

Fr′∗ : H0
(
X, M̄Fr

)
→ H0(X̄, M̄)

satisfies Fr′∗ f = 0 if f is a weight vector of weight λ /∈ �X.

Proof. Choose an i such that λ(hi) = λ0 + �λ1, 0 < λ0 < �. For a =[
Ki;−�λ1

λ0

]
and any ȳ = F̄

(mr)
ir

· · · F̄ (m1)
i1

,

f
(
(Fr′ȳ)a

)
= f

(
F

(�mr)
ir

· · ·F (�m1)
i1

[
Ki;−�λ1

λ0

])
(1)

= f

(
F

(�mr)
ir

· · ·F (�m1)
i1

)
.

Also

F
(�mr)
ir

· · ·F (�m1)
i1

[
Ki;−�λ1

λ0

]
=

[
Ki;−�λ1 +

∑
k �mk aik

λ0

]
F

(�mr)
ir

· · ·F (�m1)
i1

,

by [Lu2, §6.5], where aik := αik(hi). So

(2) f
(
(Fr′ȳ)a

)
= 0, since Image f ⊂ M̄Fr.

Comparing (1) and (2), we get

(Fr′∗f)(ȳ) = f
(
F

(�mr)
ir

· · ·F (�m1)
i1

)
= 0 .

This proves the lemma.
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Remark 4.14. (a) Observe that to prove Theorem 4.7, we needed the
quantized version of Serre vanishing (cf. (1) of Lemma 4.8), whereas the cor-
responding results for Fr∗ and Fr′∗ (as in Theorems 2.3 and 3.8 respectively)
did not require this. This is due to the fact that Proposition 4.6 (and hence
Theorem 4.7) is available only for M̄Fr, where M̄ ∈ C̄(b). In fact, the analogue
of Proposition 4.6 for an arbitrary M ∈ C(b) (as in Proposition 3.3) is false, as
can be seen already in the case of g = sl(2).

(b) Fr′∗γ is a quantization of the stronger Frobenius L(γ)-splitting of the
flag variety G/B (proved by Ramanan-Ramanathan) for the homogeneous line
bundle L(γ) on G/B associated to the character γ of B (see §6 for further
details).

5. The Kempf vanishing theorem

In this section we assume that � = p is an odd prime. We further assume
that p �= 3 if G2 is a factor of g. Let Fp be the prime field with p elements
and let k be any field containing Fp. Let G be the connected simply-connected
semisimple algebraic group defined and split over k corresponding to g and let
B be its Borel subgroup defined over k (corresponding to b). Consider the base
change c : Zξ → Fp ⊂ k which takes ξ �→ 1.

For λ ∈ X, we denote by L(λ) the line bundle on the flag variety G/B

corresponding to the character eλ of B. More generally, for any M ∈ C(b), we
denote by L(M) the homogeneous vector bundle on G/B associated to the
B-module induced by the Uk(b)-module Mk := M ⊗Zξ

k, where Uk(b) :=
U(b) ⊗Zξ

k (cf. [Lu2, §8.15] and [CPS, Th. 9.4]).
We recall the following result due to [APW, Prop. 3.7].

Proposition 5.1. For any M ∈ C(b), there exists a canonical isomor-
phism:

(1) H i(Uk(g)/Uk(b), Mk) � H i(G/B,L(M)) for all i ≥ 0.

Similarly, for M̄ ∈ C̄(b), there exists a canonical isomorphism:

(2) H i(Ūk(g)/Ūk(b), M̄k) � H i(G/B,L(M̄)) for all i ≥ 0.

As a corollary of the strong Frobenius splitting as in Section 4 (cf. Theorem
4.7 and Proposition 4.11), we obtain the following Kempf vanishing theorem
[K] (if we use the usual Serre vanishing theorem).

Theorem 5.2. For any λ ∈ X such that λ + ρ ∈ X+,

H i(G/B,L(−λ)) = 0 for all i > 0.
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Proof. The constructions and results of Section 4 are compatible under
base change. Hence, by Proposition 4.11, the map

mσoFr∗ : H i
(
Ūk(g)/Ūk(b), (χ̄−λ)k

)
→ H i

(
Uk(g)/Uk(b), (χ

ξ
−2(p−1)ρ−pλ)k

)
is injective.

Applying Proposition 5.1, we get an injective map

H i(G/B,L(−λ)) ↪→ H i(G/B,L(−2(p − 1)ρ − pλ)).

Iterating m-times, we get an injection

H i(G/B,L(−λ)) ↪→ H i(G/B,L(−pm(λ + 2ρ) + 2ρ)).

Now, using the Serre vanishing theorem for the cohomology of ample line
bundles on G/B [H, Chap. III, Prop. 5.3], we obtain that H i(G/B,L(−λ)) = 0,
for all i > 0.

6. Sheafification: Frobenius splitting of G/B and Schubert varieties

We follow the same notation and conventions as in Section 5. In particular,
� = p is an odd prime, and p > 3 if g has a simple component of type G2. Let
k be an algebraically closed field of characteristic p.

Definition 6.1. The absolute Frobenius morphism of a scheme X over k

is the identity map on the underlying point space and arises to the pth power
locally on the functions. Observe that the absolute Frobenius morphism is not
a morphism of k-schemes. To remedy this, let X ′ be the scheme with the same
underlying topological space as that of X and the same structure sheaf OX of
rings, only the scalar multiplication of k on OX′ is twisted as:

z � f = zpf , for z ∈ k and f ∈ OX′ .

Thus we get a morphism of k-schemes F : X ′ → X, which at the point set
level is the identity map and at the sheaf level corresponds to the morphism
OX → OX′ , f �→ fp.

Following Mehta-Ramanathan [MR1], a scheme X is called Frobenius split
if the homomorphism OX → F∗(OX′) of OX -modules is split. Then clearly an
OX -module homomorphism σ : F∗(OX′) → OX is a splitting of OX → F∗(OX′)
if and only if σ(1) = 1. A splitting σ is said to split a closed subscheme Y ⊂ X

compatibly if σ(F∗(IY ′)) ⊂ IY , where IY is the ideal sheaf of Y .
Let (D, φ) be a line bundle on X with a section φ. Then, pulling back via

F , we get the line bundle (denoted) D′, and the section φ clearly gives rise to an
OX -linear morphism φ̄ : F∗(OX′) → F∗(D′). Following Ramanan-Ramanathan
[RR, §2], a scheme X is called Frobenius (D, φ)-split (or less precisely Frobenius
D-split) if there exists an OX -linear morphism

σD : F∗(D′) → OX ,
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such that σD ◦ φ̄ is a splitting. A closed subscheme Y ⊂ X is called compatibly
(D, φ)-split (or compatibly D-split) if σD ◦ φ̄ compatibly splits Y and moreover
on no irreducible component of Y , φ is identically zero.

Now, we come to the corresponding ‘local version’. Let K be a k-algebra.
Recall (cf. [M], [Ka, §4.3]) that a Frobenius-linear endomorphism of K is a
map σ : K → K such that for all f, g ∈ K :

a) additivity: σ(f + g) = σ(f) + σ(g), and

b) σ(fpg) = fσ(g).
Observe that by (b), σ cannot be k-linear. The k-space of all the Frobenius-

linear endomorphisms of K is denoted by EndF (K).
A Frobenius-linear endomorphism σ is called a splitting if σ(fp) = f , for

all f ∈ K. Hence a Frobenius-linear endomorphism σ is a splitting if and only
if σ(1) = 1. Let I be an ideal of K. Then a splitting σ is said to compatibly
split I if and only if σI ⊂ I.

For K = ⊕λ∈Zn
+

Kλ a graded k-algebra, a Frobenius-linear endomorphism
σ is called graded if for all λ ∈ Zn

+, σ(Kpλ) ⊂ Kλ and σ(Kλ) = 0, if p does not
divide λ.

For a smooth scheme X over k with an affine open cover {Xj}, giving
a Frobenius splitting of X is equivalent to giving splittings σj of the affine
coordinate rings k[Xj ] and σ{j,j′} of k[Xj ∩ Xj′ ] (for unordered pairs {j, j′})
such that the following compatibility is satisfied:

(1) σj(f)|Xj∩Xj′
= σ{j,j′}(f|Xj∩Xj′

) , for all f ∈ k[Xj ].

Moreover, under this correspondence, a closed subscheme Y ⊂ X is compatibly
split if and only if

(2) σj(IXj∩Y ) ⊂ IXj∩Y , for all j ,

where IXj∩Y ⊂ k[Xj ] is the ideal of Xj ∩ Y .
For a smooth scheme X with an affine open cover {Xj} and a line bundle

together with a section (D, φ) on X as above, giving a Frobenius D-splitting
of X is equivalent to giving additive maps σD

j : Γ(Xj ,D) → k[Xj ] and

σD
{j,j′} : Γ(Xj ∩ Xj′ ,D) → k[Xj ∩ Xj′ ]

satisfying the following three properties (3)–(5):

(3) σD
j (fps) = fσD

j (s) , for f ∈ k[Xj ] and s ∈ Γ(Xj ,D)

and similarly for σD
{j,j′},

(4) σD
j (φ|Xj

) = 1 ,

and for any pair {j, j′},

(5) σD
j (s)|Xj∩Xj′

= σD
{j,j′}(s|Xj∩Xj′

) , for all s ∈ Γ(Xj ,D),

where Γ(Xj ,D) denotes the k[Xj ]-module of all the regular sections of D on Xj .
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Let H be an algebraic group over k and let H act on a k-algebra K

algebraically via k-algebra automorphisms. Then we define an H-action on
EndF (K) by

(h ∗ σ)(a) = h · σ(h−1 · a), forh ∈ H, σ ∈ EndF (K), and a ∈ K .

Let B be a Borel subgroup of a connected, simply-connected, semisimple
algebraic group G over k and let T ⊂ B be a maximal torus. Let B act on K

algebraically via k-algebra automorphisms. Then a splitting σ of K is called
B-canonical if

c) t ∗ σ = σ, for all t ∈ T , and

d) for each simple root αi, there exist Frobenius-linear endomorphisms
{σm,αi}0≤m<p of K such that

(xαi(z) ∗ σ)(a) =
p−1∑
m=0

σm,αi(z
ma), for all z ∈ k and a ∈ K,

where xαi(z) is the one-parameter subgroup of B corresponding to the simple
root αi.

We can easily sheafify and extend the notion of B-canonical splitting for
a variety X with an action of B (cf. [Ka, p. 42], [M]).

Mehta-Ramanathan [MR1] have shown that the flag variety G/P (for any
parabolic subgroup P ⊂ G) is Frobenius split, and the Schubert subvarieties
X(w)P ⊂ G/P are compatibly split. Moreover, this splitting is B-canonical.
The aim of this section is to show that the map Fr′∗ constructed in Section 3
induces such a splitting in the case P = B. The general case will be handled
in Section 9.

Recall from Lemma 2.2 (b) and Proposition 3.3 that, for any λ ∈ X, there
are maps

Fr∗ : H0
(
X̄, χ̄λ

)Fr
→ H0

(
X, χξ

pλ

)
, Fr′∗ : H0

(
X, χξ

pλ

)Fr′
b− → H0

(
X̄, χ̄λ

)
.

(In fact Fr′∗ is defined for any µ ∈ X, not only for pλ, but unless µ is divisible
by p it is identically zero by Remark 3.10 (b).)

For a vector space V over k, by V [1] we mean the same additive group,
but the scalar multiplication is twisted as z � v := zpv. Let G(Fp) be the
connected, simply-connected, semisimple algebraic group defined and split over
Fp corresponding to g and let B(Fp) be its Borel subgroup (corresponding to
b) defined over Fp (cf. §1 for the notation g and b). We denote by G and B

the corresponding k-rational points. Consider the base change c : Zξ → Fp

which takes ξ �→ 1. Then, as in Proposition 5.1, we have canonical k-linear
isomorphisms for any λ ∈ X,

θ : H0(Uk(g)/Uk(b), (χ
ξ
λ)k) � H0(G/B,L(λ))[1] , and

θ̄ : H0(Ūk(g)/Ūk(b), (χ̄λ)k) � H0(G/B,L(λ)) ,
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obtained by first taking the base field Fp in Proposition 5.1 and then extending
k-linearly (with respect to the twisted k-linear structure on H0(G/B,L(λ))[1]

in the first case). Thus, under the above identifications, the maps Fr∗ and Fr′∗

(after the base change) become k-linear maps (for any λ ∈ X+):

Fλ : H0(G/B,L(−λ))Fr → H0(G/B,L(−pλ))[1] , and

F ′
λ :

(
H0(G/B,L(−pλ))[1]

)Fr′
b− → H0(G/B,L(−λ)) .

We have shown in [KL, Th. 1] that Fλ is the map s �→ sp sending a section
to its pth power, and F ′

λ provides a splitting of this map by Corollary 3.9.
We consider the X+–graded algebra K :=

⊕
µ∈X+ H0

(
G/B,L(−µ)

)
(under the multiplication of sections). Then G acts algebraically on K via
k-algebra automorphisms; in particular, so does B.

Let F ′ : K → K be the map defined by F ′(f) = 0 for f ∈ H0
(
G/B,L(−µ)

)
if µ �∈ pX+, and F ′ : H0

(
G/B,L(−pµ)

)
→ H0

(
G/B,L(−µ)

)
is the split-

ting map F ′
µ defined above (as maps of abelian groups; without regard to the

k-linear or Ū(b−)-module structures).
As a first step we show:

Proposition 6.2. F ′ is a Frobenius-linear graded endomorphism of K.
Moreover, it is a splitting. Further, for any q ∈ Z+, λ ∈ X+ and f ∈
H0

(
G/B,L(−λ)

)
:

F ′(Ē(pq)
i f) = Ē

(q)
i F ′(f) , and(1)

F ′(F̄ (pq)
i f) = F̄

(q)
i F ′(f),(2)

where the action of Ē
(m)
i and F̄

(m)
i comes from the canonical action of G on

H0
(
G/B,L(−λ)

)
.

In particular, the splitting F ′ is B-canonical.

Proof. The map F ′ is clearly additive by definition. Further, by Proposi-
tion 3.3 and [Lu2, §8.15], F ′ satisfies (1) and (2). Next we prove the condition
(b) of §6.1: Take f ∈ H0(G/B,L(−λ)) and g ∈ H0(G/B,L(−µ)). Thus
fpg ∈ H0(G/B,L(−(pλ + µ))), so if µ is not divisible by p, then we have
F ′(fpg) = 0 = fF ′(g), which proves the claim in this case. Now, we consider
the case when µ is divisible by p: It is easy to show that the following diagram
is commutative:
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H0(X, χξ
−(pλ+pµ)) ← H0(X, χξ

−pλ) ⊗ H0(X, χξ
−pµ)

↙Fr′∗

H0(X̄, χ̄−(λ+µ))

↑
Fr∗ ⊗ Id

↖ m̄

H0(X̄, χ̄−λ) ⊗ H0(X̄, χ̄−µ)
Id⊗Fr′∗← H0(X̄, χ̄−λ) ⊗ H0(X, χξ

−pµ)

m

where m(f ⊗ g) := mf (g) (cf. Lemma 4.9) and m̄ is defined similarly and Id is
the identity map. The commutativity of the diagram after base change implies
(b) of §6.1 since Fλf = fp. Next F ′(1) = 1 (as is easy to see), showing that
F ′ is a splitting.

Finally we prove that F ′ is B-canonical. For any simple root αi, the
corresponding one-parameter subgroup xαi(z) in B can be written as xαi(z) =∑

m≥0 zmĒ
(m)
i . Then, for any a ∈ K,

(xαi(z) ∗ F ′)(a)(3)

= xαi(z) · F ′(xαi(−z) · a)

= xαi(z) · F ′
( ∑

m≥0

(−z)mĒ
(m)
i · a

)

= xαi(z) · F ′

∑
n≥0

(−z)npĒ
(np)
i

  p−1∑
m=0

(−z)mĒ
(m)
i

 · a
 ,

since Ē
(np)
i Ē

(m)
i = Ē

(np+m)
i over k, for 0 ≤ m < p

=
(

xαi(z)
(∑

n≥0

(−z)n Ē
(n)
i

))
· F ′

( p−1∑
m=0

(−z)m Ē
(m)
i · a

)
, by (1)

=
p−1∑
m=0

F ′((−z)m Ē
(m)
i · a).

Define σm(a) = F ′((−1)mĒ
(m)
i · a). Then

(4) σm(zpa) = zσm(a).

Now since k is an infinite field and xαi(z) ∗ F ′ ∈ EndF (K), it is easy to see
from (3)–(4) that σm ∈ EndF (K). This proves the defining property (d) of
canonical splitting as in §6.1. The proof that, for any t ∈ T , t ∗ σ = σ is easy
from the fact that Fr′∗

(
H0(X, χξ

−pµ)pλ

)
⊂ H0(X̄, χ̄−µ)λ.

Fix λ ∈ X++ (where X++ is the set of dominant regular weights). Re-
placing λ by dλ for d ∈ Z+ big enough, we may assume that the embedding
of X = G/B ↪→ P(V̄k(λ)), taking gB to the line [gv̄+], is projectively normal
(cf. [H, Chap. II, Ex. 5.14]), where v̄+ is a highest weight vector of V̄k(λ),
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P(V̄k(λ)) denotes the space of lines in V̄k(λ) and V̄k(λ) := H0(G/B,L(−λ))∗

is the Weyl module. (Actually, the embedding is always projectively normal.
This has been shown in [RR] as a consequence of the Frobenius splitting of X,
or in [Li] as a consequence of standard monomial theory; but we do not need
this result, in fact we will derive this.) The homogeneous coordinate ring of
X ⊂ P(V̄k(λ)) is hence k[X] =

⊕
n≥0 H0(X,L(−nλ)).

For τ ∈ W , let pτ ∈ H0(G/B,L(−λ)) be a nonzero section of weight
−τ(λ) (which is unique up to scalar multiples). Let Xτ be the affine open
subset defined by Xτ := {x ∈ X | pτ (x) �= 0}. Note that Xτ depends only on
τ and not on the choice of λ. (In fact, Xτ = τU−B/B ⊂ G/B, where U− is
the unipotent radical of the opposite Borel subgroup.)

The affine coordinate ring k[Xc] of the affine open subset Xτ is the degree
0 part of the localization k[X](pτ ) of k[X] at pτ :

k[Xτ ] =
⋃

m∈Z+

{ f

pm
τ

| f ∈ H0(X,L(−mλ))}.

Here f/pm
τ is equivalent to f ′/pm′

τ if there exists a q and nonzero s ∈
H0(X,L(−qλ)) such that s(fpm′

τ − f ′pm
τ ) = 0. Since X is irreducible,

this is equivalent to f ′pm−m′
τ = f , if m ≥ m′. We define now a splitting

F ′
τ : k[Xτ ] → k[Xτ ] as follows:

F ′
τ (

f

pm
τ

) :=
F ′(pr

τf)

p
(r+m)/p
τ

, where r ∈ Z+ is such that p|(r + m).

To see that the map F ′
τ is well-defined, note first that if we fix an r ∈ Z+ such

that p|(r + m), then

pr
τf ∈ H0

(
X,L(−(r + m)λ)

)
⇒ F ′(pr

τf) ∈ H0
(

X,L(−((r + m)/p)λ)
)

⇒ F ′(pr
τf)

p
(r+m)/p
τ

∈ k[Xτ ].

Next, since F ′ is a Frobenius-linear endomorphism of K, it is easy to see that
the definition is independent of the choice of r and of the chosen representative
f

pm
τ

, and moreover F ′
τ is a Frobenius-linear endomorphism. Further, observe

that F ′
τ is indeed a splitting:

F ′
τ ((

f

pm
τ

)p) =
F ′(fp)

pm
τ

=
f

pm
τ

.

It is easy to see that F ′
τ does not depend upon the choice of pτ . However,

a priori, the definition of the map F ′
τ seems to depend on the choice of λ, but:

Lemma 6.3. The definition of the splitting F ′
τ : k[Xτ ] → k[Xτ ] is in-

dependent of the choice of λ ∈ X++ (such that X ⊂ P(V̄k(λ)) is projectively
normal).
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Proof. Let µ ∈ X++ be such that the embedding X ⊂ P(V̄k(µ)) is projec-
tively normal. Let qτ ∈ H0(X,L(−µ)) be a nonzero weight vector of weight
−τ(µ). Then, as mentioned above, Xτ coincides with {x ∈ X | qτ (x) �= 0},
and its affine coordinate ring can be identified as the degree 0 part of the
localization of

⊕
n≥0 H0(X,L(−nµ)) at qτ .

Take a function h ∈ k[Xτ ] and write h = f
pn

τ
= g/qm

τ with f ∈
H0(X,L−(nλ)) and g ∈ H0(X,L(−mµ)). By replacing f/pn

τ with fpr
τ/pn+r

τ

and g/qm
τ with gqt

τ/qm+t
τ if necessary, we may assume that n = m and n is

divisible by p. Hence

f

pn
τ

=
g

qn
τ

⇔ fqn
τ = gpn

τ on the whole of X

⇒ F ′(fqn
τ ) = F ′(gpn

τ ) ⇒ qn/p
τ F ′(f) = pn/p

τ F ′(g).

The last equality finishes the proof of the lemma.

To glue {F ′
τ}τ∈W together to a global splitting, it remains to show that the

definitions are compatible on the intersections; i.e., we need to check condition
(1) of Definition 6.1:

Consider the affine open set X{τ,κ} := Xτ ∩Xκ = {x ∈ X | (pτpκ)(x) �= 0}.
We define, as above, the map F ′

{τ,κ} : k[X{τ,κ}] → k[X{τ,κ}]; i.e., expressing

k[X{τ,κ}] =
⋃

m∈Z+

{ f

(pτpκ)m
| f ∈ H0(X,L(−2mλ))},

we define

F ′
{τ,κ}(

f

(pτpκ)m
) :=

F ′((pτpκ)rf)
(pτpκ)(r+m)/p

, where r ∈ Z+ is such that p|(r + m).

As above, one sees that F ′
{τ,κ} is a well defined Frobenius-linear endomorphism

of k[X{τ,κ}] and is a splitting.
Take a regular function h on X{τ,κ} which is the restriction of a regular

function on Xτ . So we can represent h as f/pn
τ as well as g/(pτpκ)m (for

f ∈ H0(X,L(−nλ)) and g ∈ H0(X,L(−2mλ))), and these functions coincide
on X{τ,κ}. Since X is irreducible, this implies f(pτpκ)m = gpn

τ on the whole
of X. By multiplying f/pn

τ with pa
τ/pa

τ and g/(pτpκ)m with (pτpκ)b/(pτpκ)b if
necessary, we may assume that n, m are divisible by p. Now,

(pτpκ)m/pF ′(f) = F ′((pτpκ)mf) = F ′(pn
τ g) = pn/p

τ F ′(g),

and hence, as functions on X{τ,κ},

F ′
τ (

f

pn
τ

) =
F ′(f)

p
n/p
τ

=
F ′(g)

(pτpκ)m/p
= F ′

{τ,κ}(
g

(pτpκ)m
).

This proves the compatibility condition (1) of Definition 6.1.
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Since the subsets Xτ , τ ∈ W , form an affine open cover of X, the above
compatibility implies that one can glue the splittings F ′

τ together to get a
Frobenius splitting Θ on the whole of X. Moreover, since F ′ is B-canonical,
so is Θ.

Summarizing, we have:

Theorem 6.4. The Frobenius-linear graded endomorphism F ′ of K

(cf. Proposition 6.2) induces a Frobenius splitting Θ of the flag variety G/B

by the method described above. Moreover, this splitting is B-canonical.

By an argument similar to the proof of the above theorem, using Propo-
sition 4.6 instead of Proposition 3.3, we obtain the following stronger result
originally due to Ramanan-Ramanathan [RR]. (The commutativity of the di-
agram, analogous to that in the proof of Proposition 6.2, follows from ideas
similar to the proof of Proposition 4.11.)

Theorem 6.5. The flag variety G/B is Frobenius D-split, where D is
the line bundle L(−2(p− 1)ρ) together with the section φ := θ(σo), where σo is
as defined in §4.11, and θ is the isomorphism as in §6.1.

For an element w ∈ W denote by ew := w.id ∈ G/B the corresponding T -
fixed point. The closure B.ew of the B-orbit B.ew is called a Schubert variety
in G/B and denoted X(w). The closure B−.ew of the orbit with respect to
the opposite Borel subgroup B− is called an opposite Schubert variety in G/B

and denoted X(w)−. Using representation theoretic arguments, we show below
that the above splitting Θ is compatible with all the Schubert varieties and
opposite Schubert varieties.

As in Section 1, for λ ∈ X+, let Vξ(λ) be the Weyl module of highest
weight λ for U(g) (over Zξ). Similarly, let V̄ (λ) be the Weyl module for Ū(g)
(again over Zξ). For a base change Zξ → B, we denote B⊗Vξ(λ) by VB(λ) and
similarly V̄B(λ). In particular, we have Vk(λ) and V̄k(λ) for the base change
Zξ → k (ξ �→ 1). Then Vk(λ) and V̄k(λ) are canonically isomorphic modules
for Ūk(g) via [Lu2, §8.15].

For any w ∈ W , the Demazure module Vξ(λ)w ⊂ Vξ(λ) is, by defini-
tion, the U(b)–submodule U(b)vwλ generated by a primitive extremal weight
vector vwλ ∈ Vξ(λ) of weight w(λ), and the opposite Demazure module is the
U(b−)-submodule Vξ(λ)−w := U(b−)vwλ ⊂ Vξ(λ). Similarly, define the Demazure
module V̄ (λ)w and V̄ (λ)−w ⊂ V̄ (λ).

As in Section 3, for a U(g)-module which is a U0-weight module V =⊕
µ∈X Vµ, denote by V

1
p the direct sum of weight spaces

⊕
µ∈pX Vµ. It is easy

to see that V
1
p is equipped with a Ū(b)-module structure via Fr′b (as well as a

Ū(b−)-module structure via Fr′
b−).
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By Proposition 3.3, the map Fr′∗ : H0(X, χξ
−pλ)Fr′

b → H0(X̄, χ̄−λ), under
the identification β ((1) of §1.4) and a similar identification β̄, decomposes
as the composite of the restriction Vξ(pλ)∗ → (Vξ(pλ)

1
p )∗ followed by a map

(Vξ(pλ)
1
p )∗ → V̄ (λ)∗. We get the dual maps V̄ (λ) ↪→ Vξ(pλ)

1
p ↪→ Vξ(pλ).

(The injectivity of the first map follows, e.g., from Corollary 3.9.) These maps
are Ū(b) as well as Ū(b−)-module maps (where the latter two modules are
equipped with Ū(b), Ū(b−)-module structures via Fr′b and Fr′

b− respectively);
in particular, the µ-weight space (for any µ ∈ X ) V̄ (λ)µ is mapped to Vξ(pλ)pµ.
For any w ∈ W , since the extremal weight space Vξ(pλ)pwλ is of rank 1, we
have the inclusions of Demazure modules (obtained by the restrictions of the
above inclusions):

(1) V̄ (λ)w ↪→ (Vξ(pλ)w)
1
p ↪→ Vξ(pλ)w, V̄ (λ)−w ↪→ (Vξ(pλ)−w)

1
p ↪→ Vξ(pλ)−w ,

and the associated dual maps(
Vξ(pλ)/Vξ(pλ)w

)∗
→

(
V̄ (λ)/V̄ (λ)w

)∗
, and(2) (

Vξ(pλ)/Vξ(pλ)−w
)∗

→
(
V̄ (λ)/V̄ (λ)−w

)∗
,

which are restrictions of Fr′∗ under the identifications β and β̄.

Lemma 6.6. Let λ ∈ X+. Then the composite map rw ◦ θ̄ ◦ β̄:

V̄k(λ)∗
β̄
→∼ H0

(
Ūk(g)/Ūk(b), (χ̄−λ)k

) θ̄
→∼ H0(G/B,L(−λ)) rw→ H0(Xw,L(−λ))

has kernel precisely equal to (V̄k(λ)/V̄k(λ)w)∗, where rw is the restriction map
and θ̄ is the isomorphism of §6.1.

Similarly, the composite map rw ◦ θ ◦ β:

Vk(λ)∗
β
→∼ H0

(
Uk(g)/Uk(b), (χ

ξ
−λ)k

) θ
→∼ H0(G/B,L(−λ))[1] rw→ H0(Xw,L(−λ))[1]

has kernel precisely equal to (Vk(λ)/Vk(λ)w)∗.
Similar statements are true with Xw replaced by X−

w and V̄k(λ)w, Vk(λ)w

replaced by V̄k(λ)−w , Vk(λ)−w respectively.

Proof. We prove the first assertion. The remaining ones are proved sim-
ilarly. It is easy to see that the composite γ̄ = θ̄ ◦ β̄ is given by γ̄(f)(gB) =
(g, f(gv̄λ)v̄∗λ), for f ∈ V̄k(λ)∗, where v̄λ is a nonzero vector of V̄k(λ)λ and v̄∗λ ∈
(χ̄−λ)k = (V̄k(λ)λ)∗ is given by v̄∗λ(v̄λ) = 1. So rw ◦ γ̄(f) = 0 ⇔ f(bwv̄λ) = 0
for all b ∈ B ⇔ f(V̄k(λ)w) ≡ 0, since the B-module span and Ūk(b)-module
span of wv̄λ are the same. This proves the lemma.

The following result is originally due to Mehta-Ramanathan [MR1].
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Theorem 6.7. Let Z ⊂ G/B be a subscheme obtained from
{X(w), X(w)−}w∈W by repeatedly taking scheme theoretic unions, intersec-
tions and irreducible components. Then Z ⊂ G/B is compatibly split under
the splitting Θ of G/B given in Theorem 6.4. In particular, Z is a reduced
scheme.

Proof. We first show that, for any w ∈ W , X(w) ⊂ G/B is compatibly
split: Fix τ ∈ W such that Xτ ∩ X(w) �= φ and let I(w)τ ⊂ k[Xτ ] be the
ideal of Xτ ∩ X(w) in k[Xτ ]. Choose λ ∈ X++ such that the embedding
X ↪→ P(V̄k(λ)) is projectively normal and let pτ ∈ H0(X,L(−λ)) be a nonzero
section of weight −τ(λ). Then, by Lemma 6.6, for f ∈ H0(X,L(−mλ)),
f

pm
τ

∈ I(w)τ ⇔ f ∈ γ
(
(Vk(mλ)/Vk(mλ)w)∗

)
, where γ := θ ◦ β is as in

Lemma 6.6. Hence, if p|m, for f
pm

τ
∈ I(w)τ ,

F ′
τ (

f

pm
τ

) =
F ′(f)

p
m/p
τ

∈ I(w)τ ,

by (2) of §6.5 (with the base change Zξ → k). This proves that I(w)τ is stable
under F ′

τ . The same argument shows that the ideal I(w)−τ of X(w)−τ in k[Xτ ]
is again stable under F ′

τ . Hence, any repeated sum and intersection of these
ideals is stable under F ′

τ . This shows that the splitting Θ of G/B compatibly
splits any unions and intersections of X(w) and X(w)−. Since any irreducible
component of a compatibly split subscheme is again compatibly split (cf. [R2,
Prop. 1.9]), the theorem follows.

Remark 6.8. The map Fr′∗ (resp. Fr′∗γ ) can hence be viewed as a char-
acteristic zero lift of the Frobenius splitting (resp. Frobenius D-splitting, for
the line bundle D := L(−2(p − 1)ρ)) of G/B on the level of quantum groups.
In fact, on the level of quantum groups, as we saw in Sections 3 and 4, the
maps Fr′∗ and Fr′∗γ are defined for any odd integer � > 1 (not necessarily prime
numbers). Also see [Li], where a ‘standard monomial’ basis of H0(X(w),L(λ))
has been constructed. There the maps F ′

τ are used to define the “�th root” of
a product of extremal weight vectors in Vξ(λ)∗w.

7. Splitting of the diagonal in G/B × G/B

As in Sections 1 to 4, we continue to assume that � > 1 is an odd integer,
which, in addition, is coprime to 3 if G2 is a component of g.

Definition 7.1. Let M̄, N̄ ∈ C̄(b) be two Ū(b)-modules. By Theorem 2.3,
we have a U(b)-module map (for any j ≥ 0):

π1 : [M̄ ⊗ Hj(X̄, N̄)]Fr −→ M̄Fr ⊗ Hj(X, N̄Fr), a ⊗ f �→ a ⊗ Fr∗(f).
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Similarly, by Theorem 3.8, we have a Ū(b)-module map:

π2 : [M̄Fr ⊗ Hj(X, N̄Fr)]Fr′
b −→ M̄ ⊗ Hj(X̄, N̄), a ⊗ g �→ a ⊗ Fr′∗(g).

The composition of the above two maps is the identity map by Corollary 3.9.
By Theorem 2.3 and inducing π1 we get, for all i ∈ Z+, U(g)-module maps:

H i X̄, M̄ ⊗ Hj(X̄, N̄)
Fr

↘
Fr∗

Fr∗∆
↓

H i X, [M̄ ⊗ Hj(X̄, N̄)]Fr

↙ π̂1

H i X, M̄Fr ⊗ Hj(X, N̄Fr) ,(

(

( )

)

)

where π̂1 is induced from π1 and Fr∗∆ is by definition the composite map π̂1◦Fr∗.
Similarly, by inducing the map π2 and the splitting given by Theorem 3.8,

we get Ū(b)-module maps:

H i X, M̄Fr ⊗ Hj(X, N̄Fr)
Fr′b

↘
Fr′∗

Fr′∗∆

↓
H i X̄, [M̄Fr ⊗ Hj(X, N̄Fr)]Fr′b

↙ π̂2

H i X̄, M̄ ⊗ Hj(X̄, N̄) ,)

)

)

(

(

(

where we denote by Fr′∗∆ the composition of the two maps Fr′∗ and π̂2.

From the functoriality of Fr′∗, we get Fr′∗ ◦ π̂1 = ˆ̄π1 ◦ Fr′∗, where the last
Fr′∗ is the map H i

(
X, [M̄ ⊗Hj(X̄, N̄)]Fr

)
→ H i

(
X̄, M̄ ⊗Hj(X̄, N̄)

)
and π̄1 is

the Ū(b)-module map M̄ ⊗ Hj(X̄, N̄) → [M̄Fr ⊗ Hj(X, N̄Fr)]Fr′
b obtained by

applying [ ]Fr′
b to π1. Hence

Fr′∗∆ ◦ Fr∗∆ = π̂2 ◦ ˆ̄π1 ◦ Fr′∗ ◦ Fr∗ = Id ,

by application of Corollary 3.9 twice. Summarizing, we have:

Proposition 7.2. For any M̄, N̄ ∈ C̄(b) and i, j ∈ Z+, there exists a
functorial Ū(b)-module map

Fr′∗∆ : H i
(
X, M̄Fr ⊗ Hj(X, N̄Fr)

)Fr′
b → H i

(
X̄, M̄ ⊗ Hj(X̄, N̄)

)
which is a splitting of the functorial U(g)-module map

Fr∗∆ : H i
(
X̄, M̄ ⊗ Hj(X̄, N̄)

)Fr
→ H i

(
X, M̄Fr ⊗ Hj(X, N̄Fr)

)
.

Moreover, for any m ≥ 0, 1 ≤ t ≤ n and f ∈ H i
(
X, M̄Fr ⊗ Hj(X, N̄Fr)

)
,

(1) F̄
(m)
t · (Fr′∗∆f) = Fr′∗∆(F (m�)

t · f),



534 SHRAWAN KUMAR AND PETER LITTELMANN

where the action of F
(m)
t on H i

(
X, M̄Fr ⊗ Hj(X, N̄Fr)

)
comes from its action

on the cohomology H i
(
X, M

)
for any M ∈ C(b) and similarly for the action

of F̄
(m)
i .

From now on, to the end of this section, use the same notation and as-
sumptions as in Sections 5 and 6. In particular, assume that � = p is an odd
prime and p > 3 if g has a component of type G2, and let k be an algebraically
closed field of characteristic p. Also let G and B be as in Section 6.

We view Y := G/B × G/B as a G-variety via the diagonal action. Note
that the canonical map G ×B G/B → Y , defined by (g, g′B) �→ (gB, gg′B), is
a G-equivariant isomorphism. It follows immediately that the G-orbits in Y

are precisely the images of G ×B C(w), where C(w) := Bew is the B-orbit of
the T -fixed point ew ∈ G/B for w ∈ W , and the closure Y (w) of the image
of G ×B C(w) in Y is the image of G ×B X(w), where X(w) ⊂ G/B is the
Schubert variety C(w). The diagonal G/B ⊂ G/B ×G/B corresponds here to
G×B X(id), where X(id) = eid is the one point Schubert variety. The varieties
Y (w) are called the G-Schubert varieties in Y .

Of course, G × G satisfies the conditions of the preceding section, so the
flag variety (G × G)/(B × B) � G/B × G/B is Frobenius split. However, in
general, the G-Schubert varieties Y (w) are not compatibly split with respect
to this splitting. So we need to consider a different splitting.

Recall [APW, Prop. 2.16] that for U(g)-module M ∈ C(g) which is Zξ-flat
and N ∈ C(b), there is a U(g)-module isomorphism

δ : H0(X, N) ⊗ M
∼→ H0(X, N ⊗ M)

given by
δ(f ⊗ m)(x) =

∑
i

f(x′
i) ⊗ (x′′

i m),

for f ∈ H0(X, N), m ∈ M and x ∈ U(g), where ∆x =
∑

i x
′
i ⊗ x′′

i .

There is a similar Ū(g)-module isomorphism for N̄ ∈ C̄(b) and Zξ-flat
M̄ ∈ C̄(g):

δ̄ : H0(X̄, N̄) ⊗ M̄
∼→ H0(X̄, N̄ ⊗ M̄).

In particular, for M̄, N̄ ∈ C̄(b) such that H0(X, N̄Fr) and H0(X̄, N̄) are both
Zξ-flat, the Ū(b)-module map Fr′∗∆ of §7.1 (for i = j = 0) under the identifica-
tions δ and δ̄ can be rewritten as

Fr′∗∆ : [H0(X, M̄Fr) ⊗ H0(X, N̄Fr)]Fr′
b → H0(X̄, M̄) ⊗ H0(X̄, N̄).

Similarly, we can rewrite the U(g)-module map Fr∗∆ as

Fr∗∆ : H0(X̄, M̄)Fr ⊗ H0(X̄, N̄)Fr → H0(X, M̄Fr) ⊗ H0(X, N̄Fr).



ALGEBRAIZATION OF FROBENIUS SPLITTING 535

In particular, taking M̄ = χ̄−λ, N̄ = χ̄−µ (for λ, µ ∈ X+) and considering
the base change Zξ → k (ξ �→ 1), the maps Fr′∗∆ and Fr∗∆ under the identifica-
tions θ and θ̄ of §6.1, correspond respectively to the maps

F ′
(λ,µ) : [H0(G/B,L(−pλ))[1] ⊗ H0(G/B,L(−pµ))[1]]Fr′

b

−→ H0(G/B,L(−λ)) ⊗ H0(G/B,L(−µ))

and
F(λ,µ) : H0(G/B,L(−λ))Fr ⊗ H0(G/B,L(−µ))Fr

−→ H0(G/B,L(−pλ))[1] ⊗ H0(G/B,L(−pµ))[1] .

Moreover, F ′
(λ,µ) ◦ F(λ,µ) = Id. Observe that the map F(λ,µ) is a U(g)-module

map and F ′
(λ,µ) is a Ū(b)-module map (under the diagonal actions).

Consider the X+ × X+-graded algebra

K∆ :=
⊕

λ,µ∈X+

H0(G/B,L(−λ)) ⊗ H0(G/B,L(−µ)),

under the multiplication (s ⊗ t) · (f ⊗ g) := (sf) ⊗ tg. We abbreviate

H0(G/B,L(−λ)) ⊗ H0(G/B,L(−µ))

to Kλ,µ. Denote by F ′
∆ : K∆ → K∆ the graded map defined by F ′

∆(f ⊗ g) = 0
for f ⊗ g ∈ Kλ,µ if (λ, µ) /∈ pX+ × pX+, and let F ′

∆|Kpλ,pµ
be the splitting

map F ′
(λ,µ) (as maps of abelian groups; without regard to the k-linear or Ū(b)-

module structures).
Similar to Proposition 6.2, we have the following:

Proposition 7.3. F ′
∆ is a Frobenius-linear graded endomorphism of K∆.

Moreover, it is a splitting. Further, for any q ∈ Z+ and f ⊗ g ∈ K∆,

(1) F ′
∆(Ē(pq)

i · (f ⊗ g)) = Ē
(q)
i · F ′

∆(f ⊗ g) , and

(2) F ′
∆(F̄ (pq)

i · (f ⊗ g)) = F̄
(q)
i · F ′

∆(f ⊗ g) ,

where Ē
(q)
i and F̄

(q)
i act diagonally.

In particular, F ′
∆ is B-canonical for the diagonal action of B on K∆.

Proof. The map F ′
∆ is clearly additive and the properties (1) and (2)

follow from Proposition 7.2. We proceed now to prove property (b) of Defini-
tion 6.1 (following the proof of Proposition 6.2):

Let s ⊗ t ∈ Kλ,µ and f ⊗ g ∈ Kη,ν . Since spf ⊗ tpg ∈ Kpλ+η,pµ+ν ,

F ′
∆(spf ⊗ tpg) = 0 = (s ⊗ t) · F ′

∆(f ⊗ g) if (η, ν) �∈ pX+ × pX+.
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Assume now that f ⊗ g ∈ Kpη,pν . Consider the commutative diagram:

H(X̄, χ̄−λ ⊗ H(χ̄−µ)) ⊗ H(X, χξ
−pη ⊗ H(χξ

−pν))
Fr∗∆⊗−−−−−→ H(X, χξ

−pλ ⊗ H(χξ
−pµ)) ⊗ H(X, χξ

−pη ⊗ H(χξ
−pν))

Id ⊗Fr′∗∆

� m

�
H(X̄, χ̄−λ ⊗ H(χ̄−µ)) ⊗ H(X̄, χ̄−η ⊗ H(χ̄−ν)) H(X, χξ

−pλ ⊗ H(χξ
−pµ) ⊗ χξ

−pη ⊗ H(χξ
−pν))

ζ̄

� m̂

�
H(X̄, χ̄−λ−η ⊗ H(χ̄−µ−ν))

Fr′∗∆←−−−− H(X, χξ
−pλ−pη ⊗ H(χξ

−pµ−pν)),

Id

where H denotes H0, H(χξ
λ) denotes H0(X, χξ

λ) (similarly H(χ̄λ)), m̂ is the
map induced from the U(b)-module map

χξ
−pλ ⊗ H0(X, χξ

−pµ) ⊗ χξ
−pη ⊗ H0(X, χξ

−pν) → χξ
−pλ−pη ⊗ H0(X, χξ

−pµ−pν)

taking (a ⊗ b) ⊗ (c ⊗ d) �→ (a ⊗ c) ⊗ mb(d) (where mb is the map defined in
Lemma 4.9) and m(σ ⊗ σ′) = mσ(σ′). Let ζ be the composite map m̂ ◦ m; ζ̄

is analogously defined as ˆ̄m ◦ m̄. (Checking the commutativity of the above
diagram is routine if we keep track of the definitions of various maps involved.)

The commutativity of the above diagram after base change implies prop-
erty (b) of Definition 6.1 since

(3) F(λ,µ)(s ⊗ t) = sp ⊗ tp,

for s ∈ H0(G/B,L(−λ)) and t ∈ H0(G/B,L(−µ)). Observe that (3) follows
from the corresponding property: Fλ(s) = sp (cf. §6.1) together with the
identity:

(4) F(λ,µ)(s ⊗ t) = Fλ(s) ⊗Fµ(t).

Next, it is easy to see that F ′
∆(1) = 1 and hence F ′

∆ is a splitting. The
assertion that F ′

∆ is B-canonical follows from (1) by the same argument as
that used in the proof of Proposition 6.2.

Analogous to Lemma 6.6, we get the following:

Lemma 7.4. Let λ, µ ∈ X+. Then the composite map:

[Vk(µ) ⊗ Vk(λ)]∗
ν
∼→ Vk(λ)∗ ⊗ Vk(µ)∗

γ̃
∼→ H0(G/B × G/B,L(−λ) � L(−µ))[1]

→ H0(Y (w),L(−λ) � L(−µ))[1]

has kernel precisely equal to [(Vk(µ)⊗Vk(λ))/(Uk(g).(vwµ ⊗vλ))]∗, where Uk(g)
acts diagonally, vwµ is a nonzero vector of weight wµ, the inverse of the first
isomorphism ν is given by ν−1(f ⊗ g)(y ⊗ x) = f(x)g(y) for f ∈ Vk(λ)∗, g ∈
Vk(µ)∗, x ∈ Vk(λ), y ∈ Vk(µ), and γ̃ is induced by the isomorphism γ = θ ◦ β

as in Lemma 6.6.
A similar statement is true with Vk replaced by V̄k.
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Dualize the map

Fr′∗∆ : H0(X, χξ
−pλ) ⊗ H0(X, χξ

−pµ) → H0(X̄, χ̄−λ) ⊗ H0(X̄, χ̄−µ)

to get the map
κ : V̄ (µ) ⊗ V̄ (λ) → Vξ(pµ) ⊗ Vξ(pλ).

The map κ commutes with Ū(b) and Ū(b−)-actions, where Vξ(pµ) ⊗ Vξ(pλ)
is equipped with the diagonal Ū(b) and Ū(b−)-actions via Fr′. It can be seen
that

Fr′∗∆(β(v∗pλ) ⊗ g) = β̄(v̄∗λ) ⊗ Fr′∗g , for any g ∈ H0(X, χξ
−pµ),

where v∗pλ ∈ Vξ(pλ)∗ is defined by v∗pλ(vpλ) = 1 and v∗pλ(v) = 0 for any weight
vector of weight �= pλ (v̄∗λ is defined similarly). Dualizing, we obtain:

κ(v̄wµ ⊗ v̄λ) ∈ Zξ(vpwµ ⊗ vpλ) .

Hence
κ(Ū(g) · (v̄wµ ⊗ v̄λ)) ⊂ U(g) · (vpwµ ⊗ vpλ).

By the same proof as that of Theorems 6.4 and 6.7, we obtain the fol-
lowing from Proposition 7.3 and Lemma 7.4. It was first proved by Mehta-
Ramanathan [MR2] that G/B ×G/B (more generally G/P ×G/P ′) admits a
Frobenius splitting which compatibly splits all the G-Schubert subvarieties.

Theorem 7.5. Let Y be the G-variety G/B × G/B (under the diagonal
action of G). Then the Frobenius-linear graded endomorphism F ′

∆ of K∆ (cf.
Prop. 7.3) induces a Frobenius splitting ΘY of Y by a similar method given in
Section 6. Moreover, this splitting is B-canonical.

Further, any subscheme Z ⊂ Y obtained from the G-Schubert varieties
{Y (w)}w∈W by repeatedly taking scheme theoretic unions, intersections and
irreducible components is compatibly split. In particular, Z is a reduced scheme.

8. Frobenius splitting of quantized Bott-Samelson desingularization

In this section, as in Sections 1 to 4, � > 1 is an odd integer which is
assumed to be coprime to 3 if G2 is a component of g = g(A). For any
1 ≤ i ≤ n, let b ⊂ pi be the minimal parabolic subalgebra of g.

Definition 8.1 [APW, §5.1]. For any sequence of simple reflections w =
(si1 , · · · , sim), define the functor Dw : C(b) → C(b) inductively by

Dw(M) = H0(U(pi1)/U(b), Dw′(M)),

where w′ is the subsequence (si2 , · · · , sim).
Similarly, define D̄w : C̄(b) → C̄(b) by

D̄w(M) = H0(Ū(pi1)/Ū(b), D̄w′(M)).
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Both the functors Dw and D̄w are left exact. Denote their right derived
functors respectively by H i(Zw,−) and H i(Z̄w,−). Let k be a field which
is a Zξ-algebra Zξ → k. Let Ck(b) (resp. C̄k(b)) be the analogue of the cat-
egory C(b) (resp. C̄(b)), where the base ring Zξ is replaced by k. For any
M ∈ Ck(b) we can similarly define H∗(Zk

w, M) as the derived functors of
Dk
w(M) := H0(Uk(pi1)/Uk(b), Dk

w′(M)). (Also, H∗(Z̄k
w, M̄), for M̄ ∈ C̄k(b),

is defined analogously.)
By [APW, Cor. 2.13] (actually their setting differs a bit, but the same

proof works), for any M ∈ C0
k , the Uk(b)-module N := H0(Uk(b)/U0

k, M) is an
injective object of Ck(b). In particular, it is acyclic for the functor Dk

w, i.e.,

(1) H i(Zk
w, N) = 0, for all i > 0.

Similarly, for M̄ ∈ C̄0
k ,

(2) H i(Z̄k
w, N̄) = 0, for all i > 0,

where
N̄ := H0(Ūk(b)/Ū0

k , M̄).

Remark 8.2. It is very likely that (1) and (2) above remain true for any
Zξ-algebra k (not only when k is a field).

Theorem 8.3. For any sequence w = (si1 , · · · , sim) and any M̄ ∈ C̄k(b),
there exists a functorial Uk(b)-module map

Fr∗w : H i(Z̄k
w, M̄)Fr → H i(Zk

w, M̄Fr).

Proof. Consider the standard resolution of M̄ in the category C̄k(b) (cf.
(∗) of (1.5)):

(1) 0 → M̄ → Q̄0 → Q̄1 → · · · ,

and also the standard resolution of M̄Fr in the category Ck(b):

(2) 0 → M̄Fr → Q0 → Q1 → · · · .

As in the proof of Theorem 2.3, there are Uk(b)-module homomorphisms
θi : Q̄Fr

i → Qi, for all i ≥ 0, making the diagram (D′) of the proof of Theo-
rem 2.3 commutative.

For any Q̄ ∈ C̄k(b), we first construct a functorial Uk(b)-module map

Fr∗w : H0(Z̄k
w, Q̄)Fr → H0(Zk

w, Q̄Fr),

by induction on �(w) = m.
By definition,

H0(Z̄k
w, Q̄) = H0

(
Ūk(pi1)/Ūk(b), H0(Z̄k

w′ , Q̄)
)
,
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where w′ := (si2 , · · · , sim). By Lemma 2.2(b) (with g replaced by pi1), we have
a Uk(b) (in fact a Uk(pi1))-module homomorphism

ϕ′ : H0
(
Ūk(pi1)/Ūk(b), H0(Z̄k

w′ , Q̄)
)Fr

→ H0
(
Uk(pi1)/Uk(b), H0(Z̄k

w′ , Q̄)Fr
)
.

Also, by induction, we have a Uk(b)-module homomorphism

Fr∗w′ : H0(Z̄k
w′ , Q̄)Fr → H0(Zk

w′ , Q̄Fr),

which induces a Uk(pi1) (in particular Uk(b))-module homomorphism

ϕ′′ : H0
(
Uk(pi1)/Uk(b), H0(Z̄k

w′ , Q̄)Fr
)
→ H0(Zk

w, Q̄Fr).

Now we set Fr∗w as the composition ϕ := ϕ′′ ◦ ϕ′ (which is a Uk(pi1)-module
homomorphism)

ϕ : H0(Z̄k
w, Q̄)Fr → H0(Zk

w, Q̄Fr).

This completes the induction.
Replacing Q̄ by Q̄i, we get Uk(pi1)-module homomorphisms

H0(Z̄k
w, Q̄i)Fr ϕi→ H0(Zk

w, Q̄Fr
i )

θ∗i→ H0(Zk
w, Qi),

where θ∗i is induced from θi. The resolutions (1) and (2) give rise to the cochain
complexes

H0(Z̄k
w, Q̄0)Fr → H0(Z̄k

w, Q̄1)Fr → · · · , and(3)

H0(Zk
w, Q0) → H0(Zk

w, Q1) → · · · .(4)

The maps θ∗i ◦ϕi give a cochain map from the cochain complex (3) to the
cochain complex (4). Taking cohomology, we get the desired map

Fr∗w : H i(Z̄k
w, M̄)Fr → H i(Zk

w, M̄Fr).

Theorem 8.4. For any sequence w and any M ∈ Ck(b), there exists a
functorial Ūk(b)-module map

Fr′∗w : H i(Zk
w, M)Fr′

b → H i
(
Z̄k
w, MFr′

b

)
.

Proof. We first define the map Fr′∗w at the H0-level. Applying Proposi-
tion 3.3 for g replaced by pi1 , we get the Ūk(b)-module map

β1 : H0(Zk
w, M)Fr′

b = H0
(
Uk(pi1)/Uk(b), H0(Zk

w′ , M)
)Fr′

b

→ H0
(
Ūk(pi1)/Ūk(b), H0(Zk

w′ , M)Fr′
b

)
.
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By induction on �(w), we have the Ūk(b)-module map

Fr′∗w′ : H0(Zk
w′ , M)Fr′

b → H0(Z̄k
w′ , MFr′

b).

Inducing Fr′∗w′ , we get the Ūk(pi1)-module map

β2 : H0
(
Ūk(pi1)/Ūk(b), H0(Zk

w′ , M)Fr′
b

)
→ H0

(
Ūk(pi1)/Ūk(b), H0(Z̄k

w′ , MFr′
b)

)
.

Composing β2◦β1, we get the desired map Fr′∗w at the H0-level. Now, by a proof
parallel to that of the proof of Theorem 3.8, we define Fr′∗w for an arbitrary H i.

Corollary 8.5. For any M̄ ∈ C̄k(b) and sequence w,

Fr′∗w ◦ Fr∗w : H i(Z̄k
w, M̄) → H i(Z̄k

w, M̄)

is the identity map.

Proof. From the definition of the maps involved, it is easy to see by
induction on �(w) that the corresponding property is true at the H0-level.
Now the validity of the corollary for general i follows by the same argument
as that of the proof of Corollary 3.9.

Definition 8.6. Let w = (si1 , · · · , sim) be any sequence of simple reflec-
tions. We need a certain generalization of the functor Dw, still denoted by
Dw : Ck(b)×m → Ck(b), defined as follows:

Dw(M1, · · · , Mm) = H0
(
Uk(pi1)/Uk(b), M1 ⊗ Dw′(M2, · · · , Mm)

)
,

where w′ := (si2 , · · · , sim). We similarly define D̄w : C̄k(b)×m → C̄k(b).
These functors are again left exact. Denote their right derived functors

respectively by H i
(
Zk
w, M1 � · · · � Mm

)
and H i

(
Z̄k
w, M̄1 � · · · � M̄m

)
, for

Mi ∈ Ck(b) and M̄i ∈ C̄k(b). These are respectively Uk(b) and Ūk(b)-modules.
If M1 = · · · = Mm−1 = k is the trivial representation, then

Dw(k, · · · , k, Mm) ∼= Dw(Mm), and(1)

H i
(
Zk
w, k � · · · � k �Mm

)
∼= H i(Zk

w, Mm).

Analogous to the definition of Fr∗w (cf. Theorem 8.3), we can define the
U(b)-module map for any M̄i ∈ C̄k(b),

Fr∗w : H i
(
Z̄k
w, M̄1 � · · · � M̄m

)Fr
→ H i

(
Zk
w, M̄Fr

1 � · · · � M̄Fr
m

)
.

Similarly, we can define the Ūk(b)-module map (cf. Theorem 8.4)

Fr′∗w : H i
(
Zk
w, M̄Fr

1 � · · · � M̄Fr
m

)Fr′
b → H i

(
Z̄k
w, M̄1 � · · · � M̄m

)
.

Then
Fr′∗w ◦ Fr∗w = Id onH i

(
Z̄k
w, M̄1 � · · · � M̄m

)
.
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From now on, to the end of this section, assume that � = p is a prime and
k is an algebraically closed field of characteristic p which is a Zξ algebra under
ξ �→ 1.

Let G, B be as in Section 6 and, for any 1 ≤ i ≤ n, let B ⊂ Pi be the
minimal parabolic subgroup containing the simple reflection si. Recall that the
Bott-Samelson-Demazure-Hansen variety Zw is defined as Pi1 ×· · ·×Pim/B×m

where B×m acts on Pi1 × · · · × Pim from the right under

(p1, · · · , pm) · (b1, · · · , bm) := (p1b1, b
−1
1 p2b2, · · · , b−1

m−1pmbm),

for pj ∈ Pij and bj ∈ B. Then Zw is a smooth projective variety over k. For
any λ1, · · · , λm ∈ X, the character eλ1 � · · ·� eλm of B×m gives rise to the line
bundle Lw(λ1 � · · · � λm) on Zw.

Consider the embedding Zw ↪→ (G/B)×m defined by

(p1, · · · , pm) modB×m �→ (p1B, p1p2B, · · · , p1 · · · pmB).

Then the line bundle L(λ1)�· · ·�L(λm) on G/B×m restricts to the line bundle
Lw(λ1 � · · ·� λm) on Zw. In particular, if each of λ1, · · · , λm is dominant and
regular, then Lw(−λ1 � · · · �−λm) is ample on Zw.

Define the k-algebra (under the multiplication of sections)

Kw :=
⊕

(λ1,···,λm)∈(X+)×m

H0
(
Zw,Lw(−λ1 � · · · �−λm)

)
.

Analogous to the map θ of §6.1, by induction on �(w), using the Leray spectral
sequence for the fibration Zw → Pi1/B, we get

θw : H0
(
Zk
w, (χξ

−λ1
)k � · · · � (χξ

−λm
)k

)
� H0

(
Zw,Lw(−λ1 � · · · �−λm)

)[1]
.

Similarly,

θ̄w : H0
(
Z̄k
w, (χ̄−λ1)k � · · · � (χ̄−λm)k

)
� H0

(
Zw,Lw(−λ1 � · · · �−λm)

)
.

Under the above identifications, the map Fr′∗w gives rise to the k-linear
map

F ′
w(λ1, · · · , λm) :

(
H0

(
Zw,Lw(−pλ1 � · · · �−pλm)

)[1]
)Fr′

b

→ H0
(
Zw,Lw(−λ1 � · · · �−λm)

)
.

Combining these, we get the map (as maps of abelian groups; without re-
gard to the Ū(b) or k-linear structures) F ′

w : Kw → Kw, where we take
F ′
w|H0(Zw,Lw(−λ1�···�−λm))

≡ 0 unless p divides each of λ1, · · · , λm.

By an argument similar to the proofs of Proposition 6.2, Theorem 6.4
and Proposition 7.3, we get the following. It was first proved by Mehta-
Ramanathan [MR1] that Zw is Frobenius split.
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Theorem 8.7. The map F ′
w : Kw → Kw is a Frobenius-linear graded

endomorphism. Moreover, it is a splitting. Further, for any q ∈ Z+ and
f ∈ Kw,

F ′
w(Ē(pq)

i · f) = Ē
(q)
i · F ′

w(f),

where the action of Ē
(m)
i comes from the canonical action of B on

H0
(
Zw,Lw(−λ1 � · · · �−λm)

)
.

In particular, the splitting F ′
w is B-canonical.

The splitting F ′
w induces a B-canonical Frobenius splitting of the variety

Zw by a method similar to that in Section 6.

Remark 8.8. 1) For any reduced decomposition of the longest element of
the Weyl group wo = si1 · · · siN , consider the sequence wo = (si1 , si2 , · · · , siN ).
Then the above splitting of Zwo ‘descends’ via the map Zwo → G/B, (p1, . . . , pN )
mod B∗N �→ p1 · · · pN mod B, to give the splitting of G/B given in Theo-
rem 6.4.

2) For any subsequence v of w, the subvariety Zv ⊂ Zw is compatibly split
under the splitting of Zw given in the above theorem.

9. Extension of results to the parabolic case

The aim of this section is to extend various results obtained in the earlier
sections for the Borel case to an arbitrary parabolic case. We formulate the
extensions but omit the proofs as they are similar to the proofs given earlier
(of the corresponding results in the Borel case).

Let � be as in Sections 1–4 (i.e., it is an odd integer > 1 assumed to be
coprime to 3 if G2 is a factor of g).

For a subset I ⊂ {1, · · · , n}, let Ū(pI) be the parabolic subalgebra of Ū(g)
generated by Ū(b) and {F̄ (m)

i ; i ∈ I and m ≥ 0}. Similarly, let U(pI) be the
parabolic subalgebra of U(g) generated by U(b) and {F (m)

i ; i ∈ I and m ≥ 0}.
Then ∆ and S keep U(pI) stable.

For any subset I as above and U(pI)-module M , we can analogously define
(cf. Definition 1.3)

FpI (M) := {v ∈ Fb(M) : F
(m)
i v = 0, for all m ≥ m(v) and i ∈ I}

and thus the category C(pI). Similarly, we can define the category C̄(pI).
Then Proposition 1.5 is true with C(b) (resp. U(b)) replaced by C(pI) (resp.
U(pI)) and C̄(b) (resp. Ū(b)) replaced by C̄(pI) (resp. Ū(pI)). Hence, we can
define the cohomology H i(U(g)/U(pI), M), for M ∈ C(pI). Similarly, we can
define H i(Ū(g)/Ū(pI), M̄), for M̄ ∈ C̄(pI). We abbreviate H i(U(g)/U(pI), M)
to H i(XI , M) and similarly H i(Ū(g)/Ū(pI), M̄) to H i(X̄I , M̄).
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For any M ∈ C(pI), there is the canonical map πI : H i(XI , M) →
H i(X, M) and similarly for M̄ ∈ C̄(pI) the map π̄I : H i(X̄I , M̄) → H i(X̄, M̄).

Analogous to Theorems (2.3) and (3.8), we have the following:

Theorem 9.1. For any M̄ ∈ C̄(pI), there exists a functorial U(g)-module
map

Fr∗I : H i(X̄I , M̄)Fr −→ H i
(
XI , M̄

Fr
)

compatible with πI in the sense that the following diagram is commutative:

H i
(
X̄I , M̄

)Fr Fr∗I−−−→ H i
(
XI , M̄

Fr
)

�π̄I

�πI

H i
(
X̄, M̄

)Fr −−−→
Fr∗

H i
(
X, M̄Fr

)
.

Theorem 9.2. For any M̄ ∈ C̄(pI), there exists a functorial Ū(b−)-
module map

Fr′∗I : H i
(
XI , M̄

Fr
)Fr′

b− → H i
(
X̄I , M̄

)
such that Fr′∗I ◦ Fr∗I = Id.

Further,
Ēi

(m) · (Fr′∗I f) = Fr′∗I (E(m�)
i · f),

for any f ∈ H i
(
XI , M̄

Fr
)
.

Moreover, Fr′∗I is compatible with πI .

Let γI := −2(� − 1)ρI , where ρI :=
∑

i/∈I ωi and ωi is the ith fundamental
weight defined by ωi(hj) = δi,j . Observe that the U(b)-module χξ

γI
is, in

fact, a module for U(pI). Let F I
o := F

(�−1)
βim

· · ·F (�−1)
βi1

, where i1 < · · · < im,
{βi1 , · · · , βim} = ∆+\∆+(I), and ∆+(I) := ∆+ ∩ ∑

i∈I Z+αi (cf. §4.1). Then
observe that F I

o is of weight γI . Decompose Vξ(−γI) = S(F I
o )Zξv+⊕M , where

Zξv+ is the highest weight space and M is a weight subspace of Vξ(−γI). Let
σ̂I

o ∈ Vξ(−γI)∗ be defined by σ̂I
o(S(F I

o )v+) = 1 and σ̂I
o |M ≡ 0.

Now, replacing Fo by F I
o in Section 4, we get the following parabolic

analogue of Theorem 4.7 and Proposition 4.1.1.

Theorem 9.3. For any M̄ ∈ C̄(pI), there exists a functorial Ū(b−)-
module map

Fr′∗γI
: H i

(
XI , χ

ξ
γI

⊗ M̄Fr
)Fr′

b− → H i(X̄I , M̄).
Further,

Ēi
(m) · (Fr′∗γI

f) = Fr′∗γI
(E(m�)

i · f),

for any f ∈ H i
(
XI , χ

ξ
γI

⊗ M̄Fr
)
.



544 SHRAWAN KUMAR AND PETER LITTELMANN

Moreover, the composite Fr′∗γI
◦ mσI

o
◦ Fr∗I is the identity map, where σI

o ∈
H0

(
XI , χ

ξ
γI

)
is given as β(σ̂I

o) (cf. Prop. 4.11), and mσI
o

: H i
(
XI , M̄

Fr
)

→
H i

(
XI , χ

ξ
γI

⊗ M̄Fr
)

is defined similarly to Lemma 4.9.

Similar to Proposition 7.2, we have the following:

Proposition 9.4. For any subsets I, I ′ ⊂ {1, · · · , n}, M̄ ∈ C̄(pI), N̄ ∈
C̄(pI′) and i, j ∈ Z+, there exists a functorial Ū(b)-module map

Fr′∗∆(I, I ′) : H i
(
XI , M̄

Fr ⊗ Hj(XI′ , N̄
Fr)

)Fr′
b → H i

(
X̄I , M̄ ⊗ Hj(X̄I′ , N̄)

)
which is a splitting of the functorial U(g)-module map

Fr∗∆(I, I ′) : H i
(
X̄I , M̄ ⊗ Hj(X̄I′ , N̄)

)Fr
→ H i

(
XI , M̄

Fr ⊗ Hj(XI′ , N̄
Fr)

)
.

Moreover , the analogue of (1) of Proposition 7.2 holds.

From now on, until the end of this section, we take � = p to be a prime
and k an algebraically closed field of characteristic p, which is a Zξ-algebra
under Zξ → k, ξ �→ 1. Let G, B and the Schubert varieties X(w) ⊂ G/B be as
in Section 6. For any subset I ⊂ {1, · · · , n}, let B ⊂ P = PI be the parabolic
subgroup containing the simple reflections {si}i∈I . (In particular, when I is
the singleton {i}, PI is the minimal parabolic subgroup Pi.) Let XP be the
character group of P . Then XP

∼= {λ ∈ X : λ(hi) = 0, for all i ∈ I}. We set
X+

P = XP ∩ X+. For any w ∈ W , let

X(w)P := BwP/P ⊂ G/P

be the Schubert subvariety. Also define the opposite Schubert variety

X(w)−P := B−wP/P ⊂ G/P.

For any λ ∈ XP , the associated homogeneous line bundle on G/P is denoted
by LP (λ). When there is no cause for confusion, we denote its restriction to
X(w)P again by LP (λ).

Definition 9.5. Analogous to the isomorphisms θ and θ̄ of §6.1, we have
the isomorphisms (for any λ ∈ XP )

θI : H0(Uk(g)/Uk(pI), (χ
ξ
λ)k) � H0(G/P,LP (λ))[1] and

θ̄I : H0(Ūk(g)/Ūk(pI), (χ̄λ)k) � H0(G/P,LP (λ)).

Define the X+
P -graded algebra

KI :=
⊕

µ∈X+
P

H0(G/P,LP (−µ)),
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and let F ′
I : KI → KI be the map defined by F ′

I|H0(G/P,LP (−µ)) ≡ 0 if µ /∈ pX+
P

and F ′
I : H0(G/P,LP (−pµ)) → H0(G/P,LP (−µ)) is the splitting map Fr′∗I

(as maps of abelian groups) under the identifications θI and θ̄I .

Then analogous to Proposition 6.2, Theorems 6.4, 6.5 and 6.7, we obtain
the following.

Theorem 9.6. The map F ′
I is a Frobenius-linear graded endomorphism

of KI . Moreover, it is a B-canonical splitting.
This induces a B-canonical Frobenius splitting of the flag variety G/P

which compatibly splits any subscheme ZP ⊂ G/P obtained from {X(w)P ,

X(w)−P }w∈W by repeatedly taking scheme theoretic unions, intersections and
irreducible components.

In fact, G/P is Frobenius DI -split, where DI is the line bundle LP (γI)
together with the section φI := θI(σI

0).

Remark 9.7. Since G/P is Frobenius LP (γI)-split, in particular, it is
Frobenius LP (−(p − 1)ρI)-split with respect to an appropriate section of
H0

(
G/P,LP (−(p−1)ρI)

)
. Further, choosing the section appropriately, we can

easily show that each Schubert variety X(w)P is compatibly LP (−(p − 1)ρI)-
split (under the splitting of G/P obtained above). This was originally proved
by Ramanathan (cf. [R2, Th. 3.5]).

For any I, I ′ ⊂ {1, · · · , n}, define the k-algebra

K∆(I, I ′) :=
⊕

λ∈XP , µ∈XP ′

H0(G/P,LP (−λ)) ⊗ H0(G/P ′,LP ′(−µ)),

where P := PI and P ′ := PI′ .
Analogous to Proposition 7.3, using the maps Fr′∗∆(I, I ′) of §9.4, we obtain

the Frobenius-linear graded endomorphism

F ′
∆(I, I ′) : K∆(I, I ′) → K∆(I, I ′).

Moreover, it is a B-canonical splitting under the diagonal action of B on
K∆(I, I ′).

Define the G-Schubert variety Y (w)P,P ′ as the image of Y (w) under the
canonical projection map G/B × G/B → G/P × G/P ′. Analogous to Theo-
rem 7.5, we obtain the following:

Theorem 9.8. The endomorphism F ′
∆(I, I ′) induces a B-canonical Frobe-

nius splitting of G/P × G/P ′.
Further, any subscheme Z ⊂ G/P × G/P ′ obtained from the G-Schubert

varieties {Y (w)P,P ′}w∈W by repeatedly taking unions, intersections and irre-
ducible components is compatibly split.
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Appendix: Applications

We follow the notation and assumptions of Section 9 (just above Definition
9.5). In particular, � = p is a prime and k is an algebraically closed field of
characteristic p.

For completeness, we collect some important (and standard) consequences
of Frobenius splitting of the flag varieties and their Schubert subvarieties
(cf. [MR1], [RR], [R1], [R2]; and also [A], [Jo], [S]).

Theorem A.1. For any w ∈ W and λ ∈ X+
P ,

(a) H i(X(w)P ,LP (−λ)) = 0, for all i > 0.

(b) The restriction map H0(G/P,LP (−λ)) → H0(X(w)P ,LP (−λ)) is sur-
jective.

Proof. Since G/P is Frobenius LP (−(p − 1)ρI)-split and X(w)P is com-
patibly LP (−(p− 1)ρI)-split by Remark 9.7, the theorem follows immediately
from the standard properties of Frobenius splitting (cf. [R2, Prop. 1.13(ii)]).

See [RR, Th. 3] for the following result.

Theorem A.2. Any Schubert variety X(w)P ⊂ G/P is normal.
Moreover, for any homogeneous ample line bundle L = LP (−λ) on G/P ,

X(w)P is projectively normal in the projective embedding given by L.

Proof. To prove the normality, we can of course assume that P = B. We
prove the normality of X(w) by induction on the length �(w). If �(w) = 0, there
is nothing to prove. So take �(w) > 0 and write w = w′si for a simple reflection
si such that w′ < w. Under the canonical map π : G/B → G/Pi , X(w) and
X(w′) have the same image X(w)Pi . Moreover, π|X(w)

: X(w) → X(w)Pi is a
P1-fibration and π|X(w′)

: X(w′) → X(w)Pi is a birational map. By induction,
X(w′) is normal. For any λ ∈ X+

Pi
, we have the commutative diagram:

H0
(
G/Pi,LPi(−λ)

)
� H0

(
X(w)Pi ,LPi(−λ)

)
↓� ↓π∗

H0
(
G/B,L(−λ)

)
� H0

(
X(w′),L(−λ)

)
,

where the vertical maps are induced by π and the horizontal maps are in-
duced by inclusions. The horizontal maps are surjective by Theorem A.1
and clearly the left vertical map is an isomorphism, hence the right verti-
cal map π∗ is surjective. Since π∗ is surjective for all λ ∈ X+

Pi
(in particular,
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for all large enough positive powers of an ample line bundle L on X(w)Pi),
and H1(X(w)Pi ,LPi(−λ)) = 0 (by Theorem A.1), we get (π|X(w′)

)∗OX(w′) =
OX(w)Pi

. But since X(w′) is normal, so is X(w)Pi and hence X(w) is normal.

Now we come to the projective normality: It suffices to show that the
multiplication map

(1) H0
(
X(w)P ,L⊗m

)
⊗ H0

(
X(w)P ,L⊗n

)
−→ H0

(
X(w)P ,L⊗(n+m)

)
is surjective for all m, n ≥ 1 (cf. [H, Chap. II, Ex. 5.14(d)]).

By the compatible Frobenius splitting of the diagonal G/P ↪→ G/P ×G/P

(cf. Th. 9.8), we get that

(2) H0
(
G/P,L⊗m

)
⊗ H0

(
G/P,L⊗n

)
� H0

(
G/P,L⊗(n+m)

)
is surjective. Now (1) follows from (2) by Theorem A.1(b).

For any sequence of simple reflections w = (si1 , · · · , sim), consider the B-
equivariant morphism ψw : Zw → G/B given by ψw

(
(p1, · · · , pm) mod B×m

)
= p1 · · · pmB. For any λ ∈ X, let Lw(λ) be the pull-back line bundle ψ∗

w(L(λ))
on Zw. For w as above, let θ(w) := si1 · · · sim ∈ W . A sequence w is
called reduced if the above decomposition of θ(w) is reduced. If w is reduced,
Image ψw = X(θ(w)) and ψw : Zw → X(θ(w)) is birational. In the notation of
§8.6, Lw(λ) � Lw(0 � · · · � 0 � λ).

Lemma A.3. For any λ ∈ X and any reduced w,

H0(Zw,Lw(−λ)) � H0(X(θ(w)),L(−λ)).(1)

Moreover, for any λ ∈ X+,

H i(Zw,Lw(−λ)) = 0, for all i > 0(2)

In particular, by Kempf ’s lemma (cf., e.g., [D, §5, Prop. 2]), Riψw∗(OZw) = 0
for all i > 0.

Proof. Since X(θ(w)) is normal and ψw : Zw → X(θ(w)) is birational, (1)
follows.

Consider the fibration ηw : Zw → Pi1/B with fibre Zw′ , where w′ :=
(si2 , · · · , sim). Assume, by induction on m, that H i(Zw′ ,Lw′(−λ)) = 0 for all
i > 0. Hence, by the degenerate Leray spectral sequence, we get:

(3) H i(Zw,Lw(−λ)) � H i
(
Pi1/B,L(H0(Zw′ ,Lw′(−λ)))

)
,

where, for a B-module M , L(M) denotes the associated homogeneous vector
bundle.

Now, by Theorem A.1(b), we have the surjective map

(4) H0(G/B,L(−λ)) � H0(X(w′),L(−λ)) � H0(Zw′ ,Lw′(−λ))
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with kernel, say K, where w′ := θ(w′). From the long exact cohomology
sequence associated to (4), we get

(5) H1
(
Pi1/B,L(H0(G/B,L(−λ)))

)
� H1

(
Pi1/B,L(H0(Zw′ ,Lw′(−λ)))

)
,

since H2(Pi1/B,L(K)) = 0 from the dimensional consideration. But since
H0(G/B,L(−λ)) is a G-module, H1

(
Pi1/B, L(H0(G/B, L(−λ)))

)
= 0. So,

by (3) and (5), we get
H i(Zw,Lw(−λ)) = 0

for all i > 0. This proves (2).

Theorem A.4. Any Schubert variety X(w)P ⊂ G/P is Cohen-Macaulay.
Moreover, for any homogeneous ample line bundle L = LP (−λ) on G/P ,

X(w)P is projectively Cohen-Macaulay in the projective embedding given by L.

Proof. We first prove that X(w)P is Cohen-Macaulay. We can clearly
assume that P = B. By the standard characterization of Cohen-Macaulay
schemes (cf. [H, Chap. III, Th. 7.6 and its proof]), it suffices to show that

(1) H i(X(w),L(λ)) = 0,

for all i < �(w) and all dominant regular λ.
Take a reduced sequence w with θ(w) = w. Then, by Lemma A.3,

(2) H i(X(w),L(λ)) � H i(Zw,Lw(λ)).

Assume, by induction, that H i(Zw′ ,Lw′(λ)) = 0 for all i < m − 1, where
m := �(w). Then, by the Leray spectral sequence for the fibration Zw → Pi1/B,

(3) H i(Zw,Lw(λ)) = 0 unless i = m − 1 or m.

Now, by Serre duality,

(4) Hm−1(Zw,Lw(λ)) � H1(Zw, KZw ⊗ Lw(−λ))∗ ,

where KZw is the canonical bundle of Zw. By [R1, Prop. 2],

KZw � OZw [−∂Zw] ⊗ Lw(ρ),

where ρ is the half sum of positive roots, ∂Zw := ψ−1
w (∂X(w)), and ∂X(w) :=

X(w)\(BwB/B).
From the sheaf exact sequence:

0 → OZw [−∂Zw] → OZw → O∂Zw → 0

tensored with Lw(ρ − λ), we get the exact sequence:

H0(Zw,Lw(ρ − λ)) r→ H0
(
∂Zw,Lw(ρ − λ)|∂Zw

)
(5)

→ H1
(
Zw,OZw [−∂Zw] ⊗ Lw(ρ − λ)

)
→ H1(Zw,Lw(ρ − λ)) = 0.
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(By Lemma A.3, the last term is 0.) We now prove that the restriction map r

is surjective:
By the following lemma (and Theorem 8.7, Remark 8.8(2) and Theorem

6.7), the map ψ′
w : ∂Zw → ∂X(w), gotten by restricting ψw, satisfies

(6) (ψ′
w)∗O∂Zw = O∂X(w).

(Observe that ψ′
w has connected fibres since ψw has connected fibres by Zariski’s

main theorem, as X(w) is normal by Theorem A.2.)
From (6) we get (for any µ ∈ X)

H0
(
∂Zw,Lw(µ)|∂Zw

)
� H0

(
∂X(w),L(µ)|∂X(w)

)
.

Now the surjectivity of r follows from (1) of Lemma A.3, since G/B is Frobenius
L(−(p − 1)ρ)-split and ∂X(w) is compatibly L(−(p − 1)ρ)-split (cf. Remark
9.7). Thus, from the exact sequence (5), we get

H1
(
Zw,OZw [−∂Zw] ⊗ Lw(ρ − λ)

)
= 0.

So, from (3) and (4), we get

H i(Zw,Lw(λ)) = 0 unless i = m.

By (2), this proves (1) and hence X(w) is Cohen-Macaulay.
To prove that X(w)P is projectively Cohen-Macaulay, it suffices to show

(in view of Theorem A.2) that

(7) H i(X(w)P ,Ln) = 0 for all 0 < i < dimX(w)P and all n ∈ Z.

Since X(w)P is Cohen-Macaulay, we get (7) for all 0 ≤ i < dimX(w)P and
all n < 0 (by [H, Chap. III, Th. 7.6(b)]). The vanishing (7) for n ≥ 0 follows
from Theorem A.1. (a) This proves the theorem.

We recall the following simple lemma due to Mehta-Srinivas [MS, Lemma 2].

Lemma A.5. Let π : X → Y be a proper and surjective morphism
between Frobenius split schemes such that all its fibres are connected. Assume
further that for each irreducible component Y ′ of Y there exists a component
X ′ of X such that π|X′ : X ′ → Y ′ is birational. Then π∗OX = OY .

Remark A.6. The above proof (of Theorem A.4) is a minor simplification
of the proof given in [MS].

Corollary A.7 (of Theorem A.4). For any reduced w, the resolution
ψw : Zw → X(w) is rational, where w := θ(w).

Proof. In view of Lemma A.3, it suffices to show that

(1) Rqψw∗(KZw) = 0 for all 0 < q.
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Fix an ample line bundle L(−λ) on G/B. To prove (1), it suffices to show that

(2) H0
(
X(w), Rqψw∗(KZw ⊗ Lw(−nλ))

)
= 0 for all n � 0.

We choose no large enough so that for all n ≥ no and q ≥ 0

Hp
(
X(w), Rqψw∗(KZw ⊗ Lw(−nλ))

)
= 0 for all p > 0,

(cf. [H, Chap. III, Prop. 5.3]). Then, by the degenerate Leray spectral sequence
for ψw, we get (for all n ≥ no)

(3) Hq
(
Zw, KZw ⊗ Lw(−nλ)) � H0

(
X(w), Rqψw∗(KZw ⊗ Lw(−nλ))

)
.

By the Serre duality,

Hq
(
Zw, KZw ⊗ Lw(−nλ)

)
� H�(w)−q

(
Zw,Lw(nλ)

)∗

� H�(w)−q
(
X(w),L(nλ)

)∗
, by Lemma A.3

= 0 , by (1) of Theorem A.4.

Combining this with (3), we get (2), proving the corollary.

Remark A.8(a). It is possible that the restriction on � in this paper (i.e.
� > 1 is an odd integer and coprime to 3 if G2 is a factor of g) can be removed
by using the results of Kaneda [Kan] and Andersen-Paradowski [AP] (also see
[Li] and [KL, Remark 2]).

(b) It is natural to ask if the results of this paper can be extended to the
symmetrizable Kac-Moody algebras.
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644.
[MR1] V. Mehta and A. Ramanathan, Frobenius splitting and cohomology vanishing for

Schubert varieties, Annals of Math. 122 (1985), 27–40.
[MR2] , Schubert varieties in G/B × G/B, Compositio Math. 67 (1988), 355–358.
[MS] V. Mehta and V. Srinivas, A note on Schubert varieties in G/B, Math. Ann. 284

(1989), 1–5.
[Mi] J. Milnor, Introduction to Algebraic K-theory, Ann. of Math. Studies 72, Princeton

Univ. Press, Princeton, NJ (1971).
[RR] S. Ramanan and A. Ramanathan, Projective normality of flag varieties and Schubert

varieties, Invent. Math. 79 (1985), 217–224.
[R1] A. Ramanathan, Schubert varieties are arithmetically Cohen-Macaulay, Invent. Math.

80 (1985), 283–294.
[R2] A. Ramanathan, Equations defining Schubert varieties and Frobenius splitting of

diagonals, IHES Publ. Math. 65 (1987), 61–90.
[S] C. S. Seshadri, Line bundles on Schubert varieties, in Vector Bundles on Algebraic

Varieties (T.I.F.R Colloquium, Bombay, 1984), Oxford University Press (1987),
499–528.

(Received May 25, 2000)


